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Abstract

This paper studies the mixed structured singular value, $\mu$, and the well-known $(D, G)$-scaling upper bound, $\nu$. A complete characterization of the losslessness of $\nu$ (i.e., $\nu$ being equal to $\mu$) is derived in terms of the numbers of different perturbation blocks. Specifically, it is shown that $\nu$ is guaranteed to be lossless if and only if $2(m_r + m_c) + m_c \leq 3$, where $m_r$, $m_c$, and $m_c$ are the numbers of repeated real scalar blocks, repeated complex scalar blocks and full complex blocks, respectively. The results hinge on a dual characterization of $\mu$ and $\nu$, which intimately links $\mu$ with $\nu$. Further, a special case of the aforementioned losslessness result leads to a variation of the well-known Kalman-Yakubovich-Popov lemma and Lyapunov inequalities.

1 Introduction

The paper [4] that coined the structured singular value is also the paper that introduced the $D$-scaling upper bound, which, to this date is still the most widely used upper bound of the structured singular value. As claimed in [9], $D$-scaling for complex structures is in practice close to the actual structured singular value (for short), which is somewhat surprising considering that computation of $\mu$ for complex structures is NP-hard [11]. Even more surprising is that for several nontrivial complex structures the $D$-scaling upper bound is lossless (i.e. equal to $\mu$) (see [9]).

Similar claims and results are not known for the mixed real/complex $\mu$. Mixed real/complex $\mu$ is an extension of $\mu$ that allows the structure to consist of complex and real parts. Such mixed structures arise for example, if robust stability is to be tested with respect to parametric uncertainties. In [5] Fan, Titts and Doyle the $(D, G)$-scaling upper bound for mixed $\mu$ is introduced, but, unlike its pure complex counterpart, this upper bound—which we call $\nu$—can be far from the actual mixed $\mu$ [13]. About losslessness of $\nu$—little is known. Fan, Titts and Doyle in [5] have shown that $\nu$ is lossless if there is one non-repeated real scalar and one full complex block. Young in [13] showed that $\nu$ is lossless for rank-one matrices.

In this paper we show that the upper bound $\nu$ of mixed $\mu$ is lossless if-and-only-if

\[ 2(m_r + m_c) + m_c \leq 3, \]  

where $m_r$, $m_c$, and $m_c$ are the numbers of repeated real scalar blocks, repeated complex scalar blocks and full complex blocks, respectively. It is an if-and-only-if condition in the sense that if the number of blocks violate (1) then—irrespective of the size of the blocks—always matrices $M$ exist for which $\mu(M) < \nu(M)$. In this paper we also derive a transparent dual formulation of $\mu$ and $\nu$ which is a result of independent interest. It is partly based on Ranzer's proof of the Kalman-Yakubovich-Popov lemma [10].

Section 2 introduces notation and a few well-established results. In Section 3 the dual characterizations of $\mu$ and $\nu$ are derived. As an example of the use of these dual results we show that $\mu(M) = \nu(M)$ if $M$ has rank one (the proof is a substantial simplification compared to that of Young [12]). The dual characterizations are used in Section 4 to prove the losslessness of $\nu$ for the mentioned structures. In Section 5 we give examples that show that for all other structures $\nu$ is not guaranteed to be lossless. Section 6 is about a variation of the Kalman-Yakubovich-Popov lemma. Section 7 contains both of explicit proofs of losslessness of $\nu$ for the simpler case that the structure consists of one repeated real scalar block only. The proof relies on a variation of Lyapunov inequalities and on the notion of (antistable) square roots (ASRs) of non-Hermitian matrix. Interestingly, the definition of ASRs supersedes that of the ubiquitous square roots of Hermitian matrices. Basic properties of ASRs are reviewed in the appendix.

Sections 2 through 6 cover the same material as [7] save some details and proofs that have been omitted due to lack of space.

2 Notation and $(D, G)$-scaling

The norm $\|T\|$ of a matrix $T \in \mathbb{C}^{m \times n}$ is in this note the spectral norm. The Euclidean norm of $T$ is denoted as $\|T\|_2$. $T^*$ is the complex conjugate transpose of $T$, and $T$ is the Hermitian part of $T$ defined as

\[ T = \frac{1}{2}(T + T^*). \]

For scalar $T$ the Hermitian part is the real part. Given a subset $X$ of $\mathbb{C}^{m \times n}$ the (mixed) structured singular value of $M \in \mathbb{C}^{m \times n}$ is denoted by $\mu_X(M)$ and defined as

\[ \mu_X(M) = \inf \{ \|\Delta\| : \|I - \Delta M\| = \text{singular and } \Delta \in X \}. \]

$\mu_X(M)$ is set to zero if $I - \Delta M$ is nonsingular for every $\Delta \in X$. Obviously $\mu_X(M)$ depends on the "structure"
 Whenever \( \mu_X(M) \) is used it is implicitly assumed that some structure \( X \) is given. Invariably \( X \) is assumed block-diagonal of the form

\[
X = \text{diag}(R_{I_{m_1}}, \ldots, R_{I_{m_s}}),
\]

where \( m_1, m_2, m_C \) are the number of repeated real scalar blocks, repeated complex scalar blocks and full complex blocks, respectively.

2.1 \((D, G)\)-scaling

Let \( H^q \) denote the set of \( q \times q \) Hermitian matrices and denote its subset of positive definite elements by \( P^q \). Given the structure \( X \) of (2), the sets \( D_X \) and \( G_X \) are defined as

\[
D_X = \text{diag}(p^{k_{\ell_1}}, \ldots, p^{k_{m_s}}),
\]

\[
P^{k_{\ell_1}}, \ldots, P^{k_{m_s}},
\]

\[
P^{\ell_1}, \ldots, P^{\ell_{m_C}}),
\]

\[
G_X = \text{diag}(H^{k_{\ell_1}}, \ldots, H^{k_{m_s}}),
\]

\[
0_{\ell_1 \times \ell_1}, \ldots, 0_{k_{m_1} \times k_{m_1}},
\]

\[
0_{\ell_1 \times \ell_1}, \ldots, 0_{k_{m_C} \times k_{m_C}}.
\]

Given \( M \in C^{n \times n} \) and \( \alpha \in \mathbb{R} \) the matrix function \( \Phi_{\alpha}(D, G) \) is defined as

\[
\Phi_{\alpha}(D, G) = M^HDM + \frac{1}{\alpha}(GM - M^G) - \alpha^2D.
\]

This notation is a bit different from that of [5]. Fan, Titz and Doyle [5] showed that \( \mu_X(M) < \alpha \) if \( \alpha > 0 \) and \( \Phi_{\alpha}(D, G) < 0 \) for some \( D \in D_X \) and \( G \in G_X \). The infimal \( \alpha \) for which such \( D \) and \( G \) can be found is thus an upper bound of \( \mu_X(M) \) and this upper bound is denoted throughout as \( \nu_X(M) \), i.e.,

\[
\nu_X(M) = \inf_{D \in D_X, G \in G_X} \{ \alpha > 0 : \Phi_{\alpha}(D, G) < 0 \}.
\]

The importance of the upper bound \( \nu_X \) lies in the fact that it can be computed "efficiently" (in polynomial time) whereas computation of \( \mu_X \) is NP-hard. It may be verified that

\[
\Phi_{\alpha}(D, G) = H e (M^H + \alpha I)(D + \frac{1}{\alpha})(M - \alpha I).
\]

This allows to characterize \( \nu_X \) somewhat more compactly.

Given \( \alpha \), any element \( E \) of \( D_X \) can be uniquely decomposed as \( E = D + (j/\alpha) G \) with \( D \in D_X \) and \( G \in G_X \) (namely, take \( D = HeE \) and let \( (j/\alpha)G \) be the skew-Hermitian matrix \( E - HeE \)). Therefore

\[
\nu_X(M) < \alpha \iff \exists E \in D_X + jG_X \text{ such that } He (M^H + \alpha I)(M - \alpha I) < 0.
\]

This we use frequently.

3 Dual characterization of \( \mu \) and \( \nu \)

In this section we give a dual characterization of \( \mu_X \) and \( \nu_X \). In the next section we use these results to prove that

\[
\mu_X = \nu_X \text{ for structures of the form } X = \text{diag}(R_{I_{m_1}}, C_{m_C \times m_C}).
\]

The dual characterizations of \( \mu_X \) and \( \nu_X \) that we present are easy and they are remarkably similar. It is tempting to think they have wider use than just the next sections, and this is exemplified by the fact that with these dual formulations it is easy to prove that \( \mu_X(M) = \nu_X(M) \) for rank-one matrices \( M \) (irrespective of the structure). This is done at the end of this section.

The characterizations presented are dual in that they are an application of a duality argument for convex sets. The following preparatory result is in essence standard (see Boyd et al. [2, page 29]).

**Lemma 3.1** Suppose \( F(E) \in C^{n \times n} \) depends affinely on \( E \in C^{n \times n} \). Let \( E \) be some convex subset of \( C^{n \times n} \). Then no \( E \in E \) exists for which

\[
He F(E) < 0 \iff \text{there is a nonzero } W = W^H \geq 0 \text{ such that } \text{Retr } W F(E) \geq 0 \quad \forall E \in E.
\]

**Lemma 3.2** (Dual characterization of \( \nu_X \)) Let \( X \) be any structure (2). Then \( \nu_X(M) \geq \alpha \iff \text{there is a nonzero } W = W^H \geq 0 \text{ such that } \text{Retr } (M - \alpha I)W(M^H + \alpha I)E \geq 0 \quad \forall E \in D_X + jG_X.
\]

**Proof:** \( \nu_X(M) \geq \alpha \iff \text{no } E \in D_X + jG_X \text{ exists for which } He (M^H + \alpha I)E(M - \alpha I) < 0.
\]

By Lemma 3.1 that is the case iff there is a \( W = W^H \geq 0 \) such that \( \text{Retr } W(M^H + \alpha I)E(M - \alpha I) \geq 0 \) for all such \( E \). The traces of \( W(M^H + \alpha I)E(M - \alpha I) \) and \( (M - \alpha I)W(M^H + \alpha I)E \) are the same.

We next reformulate this characterization of \( \nu_X \) without using \( E \). To this end we partition \( E \) and \( (M - \alpha I)W(M^H + \alpha I) \) compatible with structure \( X \) as

\[
E = \begin{bmatrix}
E_1 & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & E_{m_1+m_2+m_C}
\end{bmatrix},
\]

\[
(M - \alpha I)W(M^H + \alpha I) = \begin{bmatrix}
Z_1 & ? & ? \\
? & \ddots & ? \\
? & ? & Z_{m_1+m_2+m_C}
\end{bmatrix}
\]

A "?" denotes an irrelevant entry. Varying \( E \) over all elements of \( D_X + jG_X \) can be done by varying each block \( E_i \) independently of the other blocks, and as each block may be arbitrarily close to zero, we have that (4) holds iff for every \( i \in \{1, \ldots, m_1 + m_2 + m_C\} \) we have that

\[
\text{Retr } Z_i E_i \geq 0
\]

holds for all \( E_i \) in the appropriate sets.
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Lemma 3.3 (Dual characterization of $\nu_X$) Let $X$ be any structure (2). Then $\nu_X(M) \geq \alpha$ iff there is a nonzero $W = W^n \geq 0$ such that

$$Z_i \text{ is Hermitian and } \geq 0 \forall i \in \{1, \ldots, m_r\},$$

$$\text{He } Z_i \geq 0 \forall i \in \{m_r + 1, \ldots, m_r + m_c\},$$

$$\text{Retr } Z_i \geq 0 \forall i \in \{m_r + m_c + 1, \ldots, m_r + m_c + m_c\}. \tag{7}$$

Here $Z_i$ is the $i$-th block on the diagonal of $(M - \alpha I)W(M^n + \alpha I)$ as shown in (5).

Proof: The equivalence of (8) and (9) was shown earlier. We prove that $\mu_X(M) \geq \alpha$ iff (9) holds. Note that $Z_i$ can be written as the product of a column vector and a row vector as

$$Z_i = \left[ \begin{array}{c} M_{i1} \cdots M_{i(i-1)} \cr M_{i(i+1)} \cdots M_{i(m_r+m_c+m_c)} \end{array} \right] t \quad (10)$$

$$= \left[ \begin{array}{c} M_{i1} \cdots M_{i(i-1)} \cr M_{i(i+1)} \cdots M_{i(m_r+m_c+m_c)} \end{array} \right] t^H.$$

We will formulate necessary and sufficient conditions for (9) to hold. We distinguish the three cases.

(Case 1.) Let $i \in \{1, \ldots, m_r\}$. By Lemma 3.4, item 1 we have that (10) is Hermitian and $\geq 0$ iff $Z_i = \delta_i \left[ \begin{array}{c} M_{i1} \cdots M_{i(m_r+m_c+m_c)} \end{array} \right] t$ for some $\delta_i \in [-1, 1]$.

(Case 2.) Let $i \in \{m_r + 1, \ldots, m_r + m_c\}$. By Lemma 3.4, item 2 we have that the Hermitian part of (10) is $\geq 0$ iff $\delta_i \left[ \begin{array}{c} M_{i1} \cdots M_{i(m_r+m_c+m_c)} \end{array} \right] t$ for some $\delta_i \in \mathbb{C}$ with $|\delta_i| \leq 1$.

(Case 3.) Let $i \in \{m_r + m_c + 1, \ldots, m_r + m_c + m_c\}$. By Lemma 3.4, item 3 we have that the real part of the trace of (10) is $\geq 0$ iff $\delta_i \left[ \begin{array}{c} M_{i1} \cdots M_{i(m_r+m_c+m_c)} \end{array} \right] t$ for some $\delta_i \in \mathbb{C}$ with $|\delta_i| \leq 1$.

The three cases combined show that there is a nonzero $t$ that satisfies (9) if and only if $(\alpha I - \Delta t) t = 0$ for some $t$ and some $\Delta = \text{diag}(\delta_1, \ldots, \delta_m, \delta_{m+1}, \ldots, \delta_{m+m_c}, \Delta_1, \ldots, \Delta_{m_c}) \in X$ with $|\Delta| \leq 1$, i.e., iff $\mu_X(M) \geq \alpha$.

In summary, the results in this section say that $\nu_X(M) \geq \alpha$ iff a nonzero $W = W^n \geq 0$ exists with certain properties (7), and that $\mu_X(M) \geq \alpha$ iff $W$ can be chosen to have rank 1. Another interpretation, and which is more in line with that of Packard and Doyle [9] and Rantz [10], is as follows. Fix $\alpha$. The set

$$\{ (M - \alpha I)W(M^n + \alpha I) : W = W^n \geq 0 \}$$

is the convex hull of the set

$$\Theta := \{ (M - \alpha I)t^H(M^n + \alpha I) : t \in \mathbb{C}^n \}.$$

Therefore $\nu_X(M) \geq \alpha$ iff the convex hull of $\Theta$ has certain properties, whereas $\mu_X(M) \geq \alpha$ iff $\Theta$ itself has those properties.

We end this section with an application which shows the potential of the dual characterizations. Young [12] was the first to prove the following lemma, but whereas his proof is rather cumbersome, the proof based on dual characterizations is a few lines only.

Lemma 3.6 $\mu_X(M) = \nu_X(M)$ if $M$ has rank one.

Proof: It suffices to show that $\nu_X(M) \geq \alpha$ implies $\mu_X(M) \geq \alpha$. Suppose $\nu_X(M) \geq \alpha$. Therefore there is a nonzero nonnegative definite $W = W^n$ for which $(M - \alpha I)W(M^n + \alpha I)$ satisfies the positivity conditions.
(7). Let \( x, y \in \mathbb{C}^n \) be such that \( M = xy^* \), and decompose \( W \) compatibly with that as

\[
W = t t^* + \hat{W}
\]

in which \( \hat{W} y = 0 \), \( \hat{W} \hat{W}^* \geq 0 \) and \( t \in \mathbb{C}^n \). Such a decomposition always exists. Then we have

\[
(M - \alpha I) W(M^* + \alpha I) = (xy^* - \alpha I)(W - \hat{W}) (xy^* + \alpha I)
\]
\[
= (M - \alpha I) W (M^* + \alpha I) + \alpha^2 \hat{W}.
\]

By assumption, \((M - \alpha I) W(M^* + \alpha I)\) satisfies the positivity conditions (7), and then so does \((M - \alpha I) t t^* (M^* + \alpha I)\) because \( \alpha^2 \hat{W} \) is Hermitian and \( \geq 0 \). Hence \( \gamma_X(M) \geq \alpha \), which is what we needed to prove. (Note that the vector \( t \) is nonzero, because otherwise, \((M - \alpha I) W(M^* + \alpha I) = -\alpha^2 \hat{W} \leq 0 \) which would have contradicted (7).)

4 The case \( X = \text{diag}(R_{mC}, \mathbb{C}^n) \)

In this section we prove that \( \gamma_X = \gamma_X \) if the structure has the form \( X = \text{diag}(R_{mC}, \mathbb{C}^n) \). A straightforward application of Lemma 3.3 and Lemma 3.5 is as follows.

**Corollary 4.1** Let \( X = \text{diag}(R_{mC}, \mathbb{C}^n) \). Then \( \gamma_X(M) \geq \alpha \) if and only if there exists \( W \geq 0, \) such that \( X = \text{diag}(R_{mC}, \mathbb{C}^n) \) and \((M - \alpha I) W(M^* + \alpha I) \geq 0 \).

Moreover \( \gamma_X(M) \geq \alpha \) if there exists \( W = W^* \geq 0 \) of rank one exists with these properties (11).

The following is a technical result that we need later. It can be proved with induction (see [7] for proof).

**Lemma 4.2** (Technical result) Let \( F \) and \( G \) be complex matrices of the same dimensions. If \( W = W^* \geq 0 \) of rank \( n \) is such that

\[ F W G^* \]

is Hermitian and \( \geq 0 \), then there exist \( n \) column vectors \( t_k \) such that \( W = \sum_{k=1}^{n} t_k t_k^* \) and \( F t_k t_k^* G^* \) is Hermitian and \( \geq 0 \).

**Theorem 4.3** \( \gamma_X \) is the largest \( \alpha \) such that \( \gamma_X(M) \geq \alpha \).

**Proof:** Since \( \gamma_X(M) \leq \gamma_X(M) \) it suffices to prove that \( \gamma_X(M) \geq \alpha \) implies \( \gamma_X(M) \geq \alpha \).

Suppose \( \gamma_X(M) \geq \alpha \). Then by Corollary 4.1 there is a nonzero \( W = W^* \geq 0 \) that satisfies (11). By Lemma 4.2 we can write this \( W \) as \( W = \sum_{k=1}^{n} t_k t_k^* \) such that for all \( k \)

\[
[M_{11} - \alpha I \quad M_{12}] t_k t_k^*[M_{11}^* + \alpha I \quad M_{12}^*] \]

is Hermitian \( \geq 0 \).

Since \( W = \sum_{k=1}^{n} t_k t_k^* \) satisfies (11), there is at least one index \( k \), say \( k = 1 \), for which \( t_1 \neq 0 \) and

\[
\text{Re} \text{ tr} [M_{21}^* M_{12} - \alpha I] t_1 t_1^*[M_{21}^* + \alpha I] \geq 0.
\]

Hence \( W = t_1 t_1^* \) is a rank one matrix that satisfies (11) so that \( \gamma_X(M) \geq \alpha \).

5 Losslessness of \((D, G)\)-scaling

**Table 1:** When \( \mu_X = \gamma_X \) is guaranteed.

<table>
<thead>
<tr>
<th>( m_C = 0 )</th>
<th>( m_C = 1 )</th>
<th>( m_C = 2 )</th>
<th>( m_C = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_r = 0 )</td>
<td>Yes.</td>
<td>Yes.</td>
<td>Yes.</td>
</tr>
<tr>
<td>( m_c = 0 )</td>
<td>Yes.</td>
<td>No.</td>
<td>See [9]</td>
</tr>
<tr>
<td>( m_r = 1 )</td>
<td>Yes.</td>
<td>See [9]</td>
<td>No.</td>
</tr>
<tr>
<td>( m_c = 0 )</td>
<td>Thm. 4.3</td>
<td>Thm. 4.3</td>
<td>Ex. 5.1</td>
</tr>
<tr>
<td>( m_r = 2 )</td>
<td>No.</td>
<td>See [9]</td>
<td></td>
</tr>
<tr>
<td>( m_c = 0 )</td>
<td>No.</td>
<td>See [8]</td>
<td></td>
</tr>
</tbody>
</table>

Building on work by [4], Packard and Doyle [9] showed that \( \gamma_X = \gamma_X \) whenever

\[
m_r = 0, \quad 2m_c + m_C \leq 3.
\]

Together with the results of Section 4 we thus have that \( \gamma_X = \gamma_X \) for any of the structures \( X \) for which

\[
2(m_r + m_c) + m_C \leq 3.
\]

Packard and Doyle [9] further show by examples that \( \gamma_X(M) \) can exceed the binomial structure with \( 2m_c + m_C > 3 \) (and \( m_r = 0 \)). For \( m_r = 2 \) it is possible to construct 2-by-2 matrices \( M \) for which \( \gamma_X(M) < \gamma_X(M) \) (see [8]). Table 1 details (13) and gives references for the various cases. In this section we give two examples that complete the picture in that they—combined with the other examples—show that for any structure \( X \) that violates (13) there exist matrices \( M \) such that \( \gamma_X(M) < \gamma_X(M) \).

**Example 5.1** Let \( X = \text{diag}(R, C, C) \) and take

\[
M = \begin{bmatrix} 0 & 1 & j \\ j & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix}.
\]

We show that \( \mu_X(M) = 1 \) and that \( \gamma_X(M) = \sqrt{3} \). The spectral norm of \( M \) is \( ||M|| = \sqrt{3} \), so we have \( \gamma_X(M) \leq \sqrt{3} \). Furthermore, for the Hermitian nonnegative definite \( W \) defined as

\[
W = \begin{bmatrix} 2 & 1 & -j \\ 1 & 2 & j \\ j & -j & 2 \end{bmatrix}
\]
we have that
\[(M - \sqrt{3}I)W(M^H + \sqrt{3}I) = \begin{bmatrix} 0 & ? \\ ? & 0 \end{bmatrix}. \] (14)
(The "?" denotes an irrelevant entry.) Since all diagonal entries of (14) are zero it follows from Lemma 3.3 that \(\gamma_X(M) \geq \sqrt{3}\). Hence \(\gamma_X(M) = \sqrt{3}\).

Calculation shows that \(I_3 - \text{diag}(\delta_1, \delta_2, \delta_3)M\) is singular iff
\[
\delta_2\delta_3 + j\delta_1(\delta_2 + \delta_3) - 1 = 0. \tag{15}
\]
Suppose \(\delta_1 \in [-1, 1]\) and that \(\delta_3 < 1\). Then the \(\delta_2\) for which (15) holds, equals \(\delta_2 = (1 - j\delta_1\delta_3)/(j\delta_1 + \delta_3)\) and satisfies
\[
|\delta_2|^2 = \frac{1 - j\delta_1\delta_3}{|j\delta_1 + \delta_3|^2} = \frac{1 + \delta_1^2|\delta_3|^2 - 2\delta_1\text{Im}(\delta_3)}{\delta_1^2 + |\delta_3|^2 - 2\delta_1\text{Im}(\delta_3)} \geq 1.
\]
Therefore \(\max_i |\delta_i| \geq 1\) for every solution of (15). Since \((\delta_1, \delta_2, \delta_3) = (1, j, -j)\) is a solution of (15) for which \(\max_i |\delta_i| = 1\) we have that \(\mu_X(M) = 1\).

Example 5.2 Let \(X = \text{diag}(R, Cl_2)\) and take the same \(M\) as in the previous example. From (14) we infer that also for this structure \(\gamma_X(M) \geq \sqrt{3}\). Since \(\gamma_X(M) \leq \|M\| = \sqrt{3}\) we have, again, that \(\gamma_X(M) = \sqrt{3}\). It further follows from the previous example that \(I_3 - \text{diag}(\delta_1, \delta_2, \delta_3)M\) is singular iff
\[
\delta_2^2 + j2\delta_1\delta_2 - 1 = 0.
\]
The solutions \(\delta_2 = -j\delta_1 \pm \sqrt{1 - \delta_1^2}\) have absolute value 1 for every \(\delta_1 \in [-1, 1]\). Hence \(\mu_X(M) = 1 < \gamma_X(M)\).

6 A variation of the KYP lemma

The conditions of the Kalman-Yakubovich-Popov lemma (KYP lemma) and the bounded real lemma are known to be equivalent to the fact that \(\mu_X = \gamma_X\) for the complex structures \(X = \text{diag}(Cl_n, C^{n \times p})\) (see [9]). In this section we rephrase Theorem 4.3 as a KYP type result. More precisely, Item 2 of the lemma below is this reformulation (for a proof see [7]). Items 1 and 3 have been included for comparison only: Item 1 is an application of the famous KYP lemma in a strict inequality version (see e.g. [1]) and Item 3 is an immediate consequence of Lemma 3.1 of [6].

Lemma 6.1 Let \(G\) is a square rational matrix with realization \(G = [A, B, C, D]\), and consider the following LMI in \(P\):
\[
\begin{bmatrix}
PA + A^H P & PB - C^H \\
-C + B^H P & -D - D^H
\end{bmatrix} < 0. \tag{16}
\]
Then
1. There is a Hermitian \(P = P^H > 0\) that satisfies (16) iff \(A\) is stable and \(|G(s) + [G(s)]^H| > 0\) for all \(s\) in the closed RHP including \(\infty\).
2. There is a \(P\) (Hermitian or not) with \(\text{He } P > 0\) that satisfies (16) iff \(A\) has no eigenvalues on the positive real line \([0, \infty)\) and \(|G(s) + [G(s)]^H| > 0\) for all \(s\) in \([0, \infty)\) including \(\infty\).
3. There is a \(P\) (Hermitian or not) that satisfies (16) iff \(A\) is nonsingular and \(|G(s) + [G(s)]^H| > 0\) at \(s = 0\) and \(s = \infty\).

7 A special case: \(X = RI_m\)

As a special case of Theorem 4.3 we have that \(\mu_X = \gamma_X\) if \(X = RI_m\). In this section we indicate a more direct and insightful proof of this result. The proof relies on the notion of (antistable) square roots of non-Hermitian matrices (cf. Dasgupta and Anderson [3]) and a variation of a Lyapunov inequalities.

Lemma 7.1 (ASR) If \(T \in C^{n \times n}\) has no eigenvalues on the negative real axis \((-\infty, 0]\), then there is a unique antistable \(Z\) such that \(T = Z^2\).

Such a \(Z\) will be called the antistable square root (ASR) of \(T\). Antistable means that all its eigenvalues lie in the open RHP. The definition of ASR superseded that of the usual square root of positive definite matrices. (See Appendix for review of ASR results.) The notion of antistable square roots is used to prove a variation of a Lyapunov stability condition:

Lemma 7.2 A \(\in C^{n \times n}\) has no eigenvalues on the positive real line \([0, \infty)\) iff \(\exists P \in C^{n \times n}\) such that
\[
PA + A^H P < 0, \quad \text{He } P > 0. \tag{17}
\]

Proof: If \(v \in C^n\) satisfies \(A v = s v\) with \(s \in [0, \infty)\) then \(v^H (PA + A^H P)v = s v^H (P + P^H)v\) which contradicts (17). Conversely, if \(A\) has no eigenvalues on \([0, \infty)\), then by Lemma 7.1 we have \(-A = Z^{-2}\) for some antistable \(Z\). Let \(Q\) be any of the many Hermitian matrices for which \(Q + Z^2 Q > 0\). (It follows from standard Lyapunov theory that such \(Q = Q^H\) exist because \(Z\) is antistable.) Then \(P \equiv Q^{-1}\) satisfies (17) because \(PA + A^H P = -Q Z^{-2} Q < 0\) and \(P + P^H = Z^{-2}(Z^H Q + QZ)Z^{-1} > 0\).

Theorem 7.3 Let \(X = RI_m\). The following are equivalent.

1. \(\mu_X(M) < 1\), that is, \(I - \delta M\) is nonsingular for every \(\delta \in [-1, 1]\).
2. \((M - I)\) is nonsingular and \((M - I)^{-1}(I + M)\) has no eigenvalues on the positive real axis \([0, \infty)\).
3. There is a \(C \in C^{n \times n}\) such that \(\text{He } C(I - \delta M) < 0\) for all \(\delta \in [-1, 1]\).
4. \(\gamma_X(M) < 1\), i.e., \(\exists E \in D_x + j\delta X = \{E : \text{He } E > 0\}\) such that \(\text{He } (I + M^H)E(M - I) < 0\).

Proof: Define \(A = (M - I)^{-1}(I + M)\). We prove 1 \(\implies\) 2 \(\implies\) 3 \(\implies\) 4 \(\implies\) 1. (In what follows conv(\(U, V\)) denotes the set of convex combinations of \(U\) and \(V\).)
(1 \implies 2). \{ I - \delta M : \delta \in [-1, 1] \} = \text{conv}(I - M, I + M) = (I - M)\text{conv}(I, -A). The set \text{conv}(I, -A) has a singular element iff some eigenvalue of A lies on \([0, \infty)\).

(2 \implies 3). By Lemma 7.2 there is a P such that \text{He PA} < 0 and \text{He P} > 0. Let C = P(M - I)^{-1}. Then

\[
(C(I - \delta M) : \delta \in [-1, 1] = C \text{conv}(I - M, I + M) = P \text{conv}(-I, A) = \text{conv}(-P, PA).
\]

He \text{conv}(-P, PA) < 0 because both -P and PA have negative definite Hermitian part.

(3 \implies 4). E defined as \(E = -(I + M^n)^{-1}C\) works.

(4 \implies 1). Direct, since \(\mu_X(M) \leq \gamma_X(M)\).
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8 Appendix: Square roots

This appendix contains a more or less self-contained exposition of square roots of non-Hermitian matrices. Recall that a \(Z \in \mathbb{C}^{n \times n}\) is called an antistable square root (ASR) of \(T \in \mathbb{C}^{n \times n}\) if \(Z\) is antistable and \(T = Z^2\).

Lemma 8.1 Let \(T \in \mathbb{C}^{n \times n}\). The following holds.

1. The antistable square root of \(T\) is unique.

2. If \(Z\) is an ASR of \(T\), then \(\lambda\) is an eigenvalue of \(T\) if and only if \(\sqrt{\lambda}\) is an eigenvalue of \(Z\). (Here we assume that the square root \(\sqrt{\lambda}\) is taken to be in the closed RHP.)

3. \(T\) has an antistable square root iff \(T\) has no eigenvalues on the negative real axis \((-\infty, 0]\).

4. If \(T > 0\) then the well known positive definite square root \(T^{1/2}\) is the same as the ASR of \(T\).

Proof:

1. Suppose \(Z_1\) and \(Z_2\) are two ASRs of \(T\). Define \(E = Z_1 - Z_2\). Then

\[
EZ_1 + Z_2E = (Z_1 - Z_2)Z_1 + Z_1(Z_1 - Z_2) = 0.
\]

That is, \(E\) satisfies the Lyapunov equation \(EZ_1 + Z_2E = 0\). Since both \(Z_1\) and \(Z_2\) are antistable it follows from standard Lyapunov theory that \(E\) is unique: \(E = 0\), i.e., \(Z_1 = Z_2\).

2. Let \(\sqrt{\lambda}\) denote the square root in the closed RHP. We have that

\[
(T - \lambda I_n) = (Z^2 - \lambda I_n) = (Z + \sqrt{\lambda} I_n)(Z - \sqrt{\lambda} I_n).
\]

Since \(Z + \sqrt{\lambda} I_n\) is nonsingular—its eigenvalues lie in the open RHP—we have that \(T - \lambda I_n\) is singular if and only if \(Z - \sqrt{\lambda} I_n\) is singular.

3. Item 2 implies that \(T\) can have an ASR only if none of its eigenvalues lie on the negative real axis \((-\infty, 0]\). Let \(J = Q^{-1}TQ\) be a Jordan normal form similar to \(T\) (that is \(Q\) is nonsingular and \(J\) is diagonal possibly with some entries \(1\) just above the diagonal). Note that none of the diagonal entries or \(J\) lie on the negative real axis \((-\infty, 0]\). It follows trivially by construction that then \(J\) has an antistable square root \(Z\). Then \(Z := \sqrt{\lambda} ZQ^{-1}\) is an ASR of \(T\) because it is antistable and \(Z^2 = Q^{-1}ZQ^{-1} = QZQ^{-1} = Q\lambda I = T\).

4. The standard "square root" \(T^{1/2}\) of a positive definite \(T\) is by definition \(> 0\). Hence the eigenvalues of \(T^{1/2}\) are real \(> 0\), i.e., \(T^{1/2}\) is antistable.
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