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Abstract—We propose a robust interpolation algorithm for model-based spectral analysis. Instead of estimating the spectral model directly, the so-called half spectrum, which has a one-to-one relationship with the spectrum through standard spectral decomposition, is estimated using an interpolation approach. The interpolation data consists of the values and the derivatives of the half spectrum function at a set of user-specified points, and can be easily estimated using an input-to-state filter. Our algorithm allows a large number of noisy interpolation data to be used to optimally fit a half spectrum function of a fixed order. The capability of handling large number of interpolation data makes our algorithm robust to the inherent finite sample noise in the interpolation data. The algorithm involves solving some least-squares problems and semidefinite programming problems, and is thus numerically efficient. Numerical tests show that our algorithm gives very reliable spectral estimates.

Index Terms—Autoregressive moving average (ARMA) modeling, input-to-state filtering, Nevanlinna–Pick interpolation, spectral analysis.

I. INTRODUCTION

This paper is concerned with the following standard spectral estimation problem: Given $N$ samples of a real-valued signal $u(t), t = 0, 1, 2, \ldots, N$, find an $n$th-order discrete-time autoregressive moving average (ARMA) model with transfer function $g(z)$ such that the spectrum of $u(t)$ is best approximated by $|g(e^{j\omega})|^2$ in some measure. To make this problem more tractable and more meaningful technically, $u(t)$ is often assumed to be generated by an ARMA process but possibly corrupted by noises, and $N$ is not necessarily large.

Estimation of ARMA models is a classical problem in time-series analysis and signal processing. The maximum-likelihood method (MLM) [1] is the most accurate among the available algorithms. However, MLM requires to solve a nonlinear and non-convex optimization problem, which is not tractable for models of large order. An alternative is the instrumental variable method (IVM); see [2] and references therein. IVM is computationally efficient and yields accurate estimates of the autoregressive (AR) part of the ARMA model. However, for the moving average (MA) part, the estimation performance is often poor. In addition, the estimated model is not guaranteed to be stable. The approximate maximum-likelihood (AML) approach [3] resolves the accuracy issue, but the estimated spectrum may fail to be positive. The AML approach is extended in [4] to address the positivity issue, where a semidefinite programming approach is presented. However, the semidefinite programming problem in [4] may not admit a solution.

In this paper, we consider an interpolation approach to spectral estimation initially proposed in [5]. The basic idea is as follows. Instead of estimating a model of $g(z)$ directly, we compute a model of the so-called half spectrum $f(z)$ defined as

$$f(z) = \frac{r_0}{2} + \sum_{k=1}^{\infty} r_k z^{-k}$$

(1)

where $r_k = E(u(t+k)u(t))$. Here, $E\{\cdot\}$ denotes the mathematical expectation operator. By definition of the spectrum, it follows that

$$\sum_{k=-\infty}^{\infty} r_k z^{-k} = f(z) + f(z^{-1}) = g(z)g(z^{-1}).$$

It is well known that $f(z)$ is an $n$th-order strictly positive-real (SPR) rational function (i.e., $f(z)$ is real-valued and stable and $f(z) + f(z^{-1}) > 0$ for all $|z| = 1$). We first estimate the values of $f(z)$ and possibly its derivatives at a set of user-specified locations $z = \xi_i$, with $i = 0, 1, \ldots, m$. This can be done using an input-to-state filter [5], [7]. These values are then used to estimate the parameters of $f(z)$ by solving an interpolation problem. The advantage of this framework is the tunability [5]. By choosing the interpolation points appropriately, it is possible to tune the estimation algorithm to achieve superior resolution performance in a specified frequency interval.

The aim of this paper is to propose a robust interpolation algorithm for spectral estimation. This is motivated by the following observation. The interpolation approach [5], [8] computes an order $n$ rational function by interpolating the half spectrum estimates at $n$ different user chosen points located outside the unit circle in the complex plane. Clearly, if the solution exists, it is nonunique, and the set of all solutions are parameterized by the spectral zeros [5]. In order to use this approach in practical problems, it is required to estimate the spectral zeros. In addition, the interpolation approach in [5] and [8] does not account for noise in the interpolation data. The half spectrum values are estimated from a finite number of samples of $u(t)$, thus are typically noisy. One way of coping with this problem would be to use a large number of interpolation data, where the number of interpolation conditions exceeds the number of free parameters in the interpolating function, and subsequently fit a positive-real rational function to the interpolation data by minimizing an appropriate objective function. Strictly speaking, this is no longer an interpolation problem. However, this is a standard approach to incorporate some degree of robustness to the inherent noise in the interpolation data. We will call this approach robust interpolation.
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In the proposed robust interpolation algorithm, we allow a large set of noisy interpolation data to improve the estimation of the half spectrum. Our algorithm also allows interpolation data to include higher order derivatives of the half spectrum. This feature is important for estimating the model order, although this topic is not studied in this paper. Apart from being statistically accurate, the robust interpolation algorithm is numerically efficient and it always guarantees a positive-definite spectrum estimate.

II. ESTIMATION OF HALF SPECTRUM

The first step in our robust interpolation algorithm is to estimate the values of the half spectrum \( f(z) \) and possibly its derivatives at a set of user-specified points \( \xi_i, i = 0, 1, 2, \ldots, m \). The points \( \xi_i \) are chosen to be self-conjugate with \( |\xi_i| > 1 \). Here, we propose a variation of the approach outlined in [6] and [7]. The proposed approach is relatively simpler to understand and implement.

Let us define

\[
A = \begin{bmatrix}
-a_1 & \cdots & -a_{p-1} & -a_p \\
1 & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & 0
\end{bmatrix}, \quad b = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \tag{2}
\]

where \( a_i \) are obtained from

\[
a(z) := z^{\nu} + a_1 z^{\nu-1} + \cdots + a_p := \prod_{i=0}^{m} \left( z - \xi_i^{-1}\right)^{\nu_i}. \tag{3}
\]

In the above, \( \nu_i \) is the multiplicity of \( \xi_i^{-1} \) and \( \nu = \sum_{i=0}^{m} \nu_i \). For convenience, we assume that \( \xi_0 = \infty \) with \( \nu_0 = 1 \). Let \( q \) be the unit advance operator, i.e., \( qz(t) = z(t+1) \). Consider

\[
x(t) = \left[ qI - A \right]^{-1} \frac{1}{2} I b u(t)
\]

\[
= \frac{1}{2} b u(t) + \sum_{k=1}^{\infty} A^k b u(t-k). \tag{4}
\]

Then, it is straightforward that

\[
\mathbf{r} := E \{ x(t) u(t) \} = \frac{1}{2} b_0 \mathbf{b} + \sum_{k=1}^{\infty} \eta_k A^k \mathbf{b}. \tag{5}
\]

We choose \( \mathbf{A} \) and \( \mathbf{b} \) in a controllable canonical form to avoid complex numbers in the filtering operation and the covariance computation, which are the most computationally intensive steps in our algorithm.

Define \( f_k(z) := (1/k!) \frac{d^k f(z)}{dz^k} \), and

\[
f_1(z) := [f_{\nu_i - 1}(z) \cdots f_1(z) \ f(z)]^T. \tag{6}
\]

It is shown in Appendix A that

\[
f_i(\xi_i) = T_i \Gamma^{-1} \mathbf{r}, \quad i = 0, 1, \ldots, m \tag{7}
\]

where \( \Gamma \in \mathbb{C}^{\nu \times \nu} \) is such that the pair \( (\Gamma^{-1} \mathbf{A}, \Gamma^{-1} \mathbf{b}) \) is in the Jordan canonical form, see (37). The expressions for the matrices \( T_i, i = 0, 1, \ldots, m \) are also derived in Appendix A.

Using (7) we can estimate \( f_i(\xi_i), i = 0, 1, \ldots, m, \) from an estimate of \( \mathbf{r} \). However, if \( |\xi_i| \) is very close to unity for some \( i \), then the corresponding pole \( \xi_i^{-1} \) of the filter in [4] is located very close to the unit circle causing a very long impulse response. Hence, the transient error in \( x(t) \) due to the unknown initial conditions decay slowly. This may induce a significant error in the estimate of \( \mathbf{r} \). In order to keep the error within an acceptable limit it is recommended to keep \( |\xi_i| > 1.25 \) when \( N < 1000 \). One can, however, allow \( \xi_i \) close to unity when \( N \) is large enough.

Once the estimates \( \hat{f}_i \) of \( f_i(\xi_i), i = 0, 1, \ldots, m \) are made available, we can address the robust Nevanlinna–Pick interpolation problem [9], [10] below: Find an SPR rational function \( f(z) \) of degree \( n \), such that

\[
f_i(\xi_i) = \hat{f}_i \tag{8}
\]

for all \( i = 0, 1, \ldots, m \) or that \( f_i(\xi_i) \) are as close to \( \hat{f}_i \) as possible in some measure.

We require \( \nu \geq 2n+1 \) in the sequel in order to produce a reliable spectral estimate. The technical difficulty with this setting is that, on one hand, we tend to have an overdetermined problem because \( f(z) \) has only \( 2n+1 \) free parameters, and on the other hand, we may not necessarily have an SPR solution that satisfies all the constraints [11].

III. INTERPOLATION CONDITIONS FOR HALF SPECTRUM

We assume in the sequel that \( n = \sum_{i=1}^{P} \nu_i \) for some \( 0 < \nu < m \) and that the set \( \{ \xi_i \}_{i=1}^{P} \) is self conjugate. In this section, we assume that the interpolation data \( \hat{f}_i \) for \( f_i(\xi_i), i = 0, 1, \ldots, m \) are perfect. That is, there exists a \( q \)-th order rational SPR function \( f(z) \) that interpolates the given data. We want to know how these interpolation conditions can be satisfied. This is done in the following three steps:

1) we first parameterize all \( f(z) \) so that (8) holds for \( i = 0, 1, \ldots, p \);
2) we then give the constraints on the free parameters of \( f(z) \) such that (8) is satisfied for \( i = p+1, \ldots, m \);
3) the final step is to consider the SPR requirement.

Some notation is in order:

\[
X_i := \begin{bmatrix} \xi_i & 1 & \cdots & 0 \\ 0 & \xi_i & \cdots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & \xi_i \end{bmatrix} \in \mathbb{R}^{\nu_i \times \nu_i};
\]

\[
\bar{e}_i = \begin{bmatrix} 0 & \cdots & 0 \end{bmatrix}^{T} \in \mathbb{R}^{\nu \times 1};
\]

\[
X_{\ast} = \text{diag} \{ X_1, \ldots, X_P \};
\]

\[
\bar{e} = \begin{bmatrix} \bar{e}_1^{T} & \cdots & \bar{e}_p^{T} \end{bmatrix}^{T};
\]

\[
T = \begin{bmatrix} T_1 \cdots T_P \end{bmatrix}; \quad c = T^{-1} \bar{e};
\]

\[
\Omega(z) := [X - zI]^{-1}. \tag{9}
\]

The following is a generalization of a result in [11], where we parameterize all \( f(z) \) such that the interpolation conditions (8) at \( \xi_0, \xi_1, \ldots, \xi_P \) are satisfied.
Lemma 1: All $p$th-order rational transfer functions $f(z)$ satisfying the interpolation conditions (8) for $i = 0, \ldots, p$, are parameterized in terms of a free parameter $b \in \mathbb{R}^{1 \times n}$ by

$$f(z) = \frac{\hat{b}_0 - b\Omega(z)\hat{e}}{1 - b\Omega(z)e}$$

(10)

where $\hat{e}$ and $\hat{c}$ are given by (9), and are real-valued. In particular

$$e = \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix}^T.$$

See Appendix B for proof.

Our next result explores the relationship between $b$ and the remaining interpolation data at $\{\hat{z}_i\}_{i=p+1}^m$. We define

$$C_i(z) := [\Omega^{p+1}(z)e \ \Omega^p(z)e \ \cdots \ \Omega(z)e]$$

$$E_i(z) := [\hat{Y}^{p+1}(z)e \ \hat{Y}^p(z)e \ \cdots \ \hat{Y}(z)e].$$

(11)

For any vector $\psi = [\psi_1 \ \cdots \ \psi_m]$, we denote

$$L(\psi) := \begin{bmatrix} \psi_1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & \psi_{m-1} & \psi_m \end{bmatrix}.$$  

(12)

Lemma 2: Let

$$L_i := E_i(\xi_i) L(\hat{z}_i) - C_i(\xi_i);$$

$$h_i := (\hat{z}_i - \xi_i \hat{e}_0)^T$$

(13)

(14)

for $i = p+1, \ldots, m$. Then, $f(z)$ in (10) satisfies the interpolation conditions (8) for $i = p+1, \ldots, m$, if and only if

$$h_i = b L_i, \quad \forall i = p+1, \ldots, m.$$  

(15)

See Appendix C for proof.

Since the set

$$\mathcal{X} := \{\xi_i : i = p+1, p+2, \ldots, m\}$$

is self-conjugate, we do not need to consider those $\xi_i$ with a negative imaginary part. Without loss of generality, we assume that $\mathcal{X}$ is organized such that the first $p_r$ of the $m-p$ members in $\mathcal{X}$ are real-valued, the next $p_c$ elements are complex-valued with a positive imaginary part, and the last $p_c$ elements are their complex conjugates. We define

$$h_r := [h_{p+1} \cdots h_{p+p_r}];$$

$$h_c := [h_{p+p+1} \cdots h_{p+p+p_c}];$$

$$h := [h_r \ \text{Re}\{h_c\} \ \text{Im}\{h_c\}].$$  

(16)

We also define $L_r, L_c$, and $L$ in the same fashion. Using (15), the interpolation conditions for $h$ can be written as

$$h = b L.$$  

(17)

Finally, we consider the SPR constraint on $f(z)$.

**Lemma 3:** The function $f(z)$ in (10) is SPR if and only if there exists $Q = Q^T > 0$ such that

$$\begin{bmatrix} ce^T + ce^T + Q & c + c\hat{e}_0 \\ c^T + \hat{E}e^T & 2\hat{E}_0 \beta \end{bmatrix} > 0$$

(18)

for some $Q = Q^T > 0$. Moreover, (19) and (20) holds for some $Q = Q^T > 0$ if and only if the following generalized Pick matrix

$$P := \begin{bmatrix} XEX^T & c + c\hat{e}_0 \\ \hat{E}e^T & 2\hat{E}_0 \end{bmatrix} > 0$$

(19)

(20)

where $E = E^T > 0$ is the unique solution to the Lyapunov equation

$$XEX^T - E = ae^T + ec^T.$$  

(21)

See Appendix D for proof.

**Remark 1:** It is a classical result [9], [10] that $P > 0$ is the necessary and sufficient condition for the existence of an admissible $f(z)$ satisfying the interpolation conditions (8) for $i = 1, 2, \ldots, p$.

**IV. ROBUST INTERPOLATION**

When the interpolation data are noisy, the interpolation requirements given in the previous section typically fail. One may face three potential problems, as follows:

- for the parameterization of $f(z)$ in (10), there may not exist any solution for $b$ such that $f(z)$ is SPR;
- the same parameterization of $f(z)$ may make the (17) for $b$ unsolvable;
- even if (17) has a solution, the resulting $f(z)$ may not be SPR.

In this section, we propose a robust interpolation algorithm which essentially relaxes the interpolation conditions but guarantees a SPR solution to $f(z)$.

Our algorithm involves four steps. The first three steps aim at producing an $f(z)$ that optimally fits the given data, and this is done in a bootstrapping fashion. The fourth step addresses the SPR requirement. More specifically, the first step computes an initial estimate of $f(z)$ where the parameter $c$ is chosen to satisfy the first $n+1$ interpolation conditions and the parameter $b$ is chosen to meet the remaining interpolation conditions in some least-squares sense, but the SPR requirement is not considered. This estimate of $f(z)$ is used in the second step to produce a more reliable estimate of $b$. This is in turn used in step three to improve the estimate of $c$. By now, the new estimate of $f(z)$ typically fits the given data well, but still has the potential to be not SPR. This is fixed in the final step where $c$ and $b$ are tuned.
again by solving some semidefinite programs to meet the SPR requirement. The details are given below.

Assume that $\hat{r}$ is estimated using

$$\hat{r} = \frac{1}{N} \sum_{i=1}^{N} x(t) u(t)$$

and this is used in (44) to produce the estimates of the interpolation data $\{\hat{f}_i\}_{i=0}^{m}$. The corresponding $h$ and $L$ [see (16)] are denoted by $\hat{h}$ and $\hat{L}$, respectively.

The asymptotic covariance matrix of $\hat{r}$ is defined as

$$\Psi := \lim_{N \to \infty} \text{Ncov}\{\hat{r}\}$$

which is characterized below.

Lemma 4: Let $u(t)$ be a Gaussian random process with a power spectral density $|g(e^{j\omega})|^2$, and

$$\alpha(q^{-1}) := [g(qI - A)^{-1} + q^{-1}(q^{-1}I - A)^{-1} - I]b$$

then

$$\Psi = \frac{1}{4\pi} \int_{-\pi}^{\pi} \alpha(e^{j\omega}) |g(e^{j\omega})|^4 \alpha^T(e^{j\omega}) d\omega.$$  (24)

See Appendix F for a proof.

A. Step 1: Initial Estimation of $f(z)$

The initial $f(z)$ takes the form of (10) with the estimates of $\hat{f}_0$, $c$ and $b$ given, respectively, by $\hat{f}_0$

$$\hat{c} := \left[ T^{-1}[\hat{f}_0^T \ldots \hat{f}_0^T] \right]^T$$

$$\hat{b} = \arg \min_{\hat{b}} \| \hat{h} - \hat{h} \hat{L} \|^2.$$  (26)

B. Step 2: Approximate Gaussian–Markov Estimation of $b$

In this step, the same parameterization of $f(z)$ is used, but $b$ is estimated by solving

$$\hat{b} := \arg \min_{\hat{b}} (\hat{h} - \hat{h} \hat{L}) \Sigma^{-1} (\hat{h} - \hat{h} \hat{L})^T$$

where $\Sigma = \Sigma^T > 0$ is a weighting matrix to be chosen. We use the so-called Gaussian–Markov estimation approach [12] to determine $\Sigma$, where the aim is to minimize the asymptotic covariance matrix of the estimation error.

Denoting

$$\hat{c} := (\hat{h} - \hat{h} \hat{L})^T$$

and defining the asymptotic covariance matrix of $\hat{c}$ as

$$\Psi_2 := \lim_{N \to \infty} \text{Ncov}\{\hat{c}\}$$

the best linear estimation requires $\Sigma_1 = \Psi_2$ (see [12]). The difficulty, however, is that $\Psi_2$ depends on the knowledge of the true $f(z)$. In the following, we explain how this can be approximated using the initial estimate of $f(z)$.

We note that $\hat{c}$ is a linear function of $\hat{r}$ for a fixed $b$ because both $h$ and $L$ are linear functions of $\hat{r}$, i.e.,

$$\hat{c} = G \hat{r}$$

for some matrix $G$ depending on $b$. The expression for $G$ is given in Appendix E. The above implies that

$$\Psi_2 = G \Psi G^T.$$  (29)

Since $\Psi$ is not available, we use its approximation

$$\hat{\Psi} = \frac{2}{K} \sum_{j=0}^{K-1} \alpha(e^{-j\omega_j}) |\text{Re}\{f(e^{j\omega_j})\}|^2 \alpha^T(e^{-j\omega_j}) e^{-j\omega_j}.$$  (30)

where $\omega_j = 2\pi j/K$ and $K$ is sufficiently large to avoid any time domain aliasing ($K = 1024$ is usually sufficient). In addition, $\hat{b}$ is used in lieu of $b$ in computing $G$. Naturally, the resulting $G$ and $\Psi_2$ in (29) are denoted by $\hat{G}$ and $\hat{\Psi}_2$, respectively. Setting $\Sigma_1 = \hat{\Psi}_2$, we obtain

$$\hat{b} = \hat{b} \hat{\Psi}_2^{-1} \hat{L}^T \left[ \hat{L} \hat{\Psi}_2^{-1} \hat{L}^T \right]^{-1}.$$  (31)

C. Step 3: Minimum Variance Estimation of $\hat{f}_0$ and $c$

Using $\hat{b}$, we obtain

$$\hat{c} := \hat{b} \hat{L} = \hat{b} \hat{L} \hat{\Gamma} \hat{G}$$

where the last equality is valid for large $N$ with

$$\hat{\Gamma} = \left\{ I - \hat{L} \left[ \hat{L} \hat{\Psi}_2^{-1} \hat{L}^T \right]^{-1} \hat{L} \hat{\Psi}_2^{-1} \right\}.$$  (25)

Denoting $c = [c^T \hat{f}_0^T]^T$ and its initial estimate in Step 1 by $\hat{c}$, it is clear that

$$\hat{c} = H \hat{r}$$

for some $H$ (also to be derived in Appendix E). It follows that, when $N$ is sufficiently large

$$\text{Ncov}\{[\hat{c}^T \hat{b}^T] \hat{c}^T \hat{b}^T\} \approx \left[ H \hat{\Gamma} G \right] \hat{\Psi} \left[ H \hat{\Gamma} G \right]^T.$$  (26)

In particular, $\hat{c}$ and $\hat{b}$ are correlated. Therefore, we can improve the estimate of $c$ by minimizing its covariance. Since $\hat{c}$ has zero mean as $N \to \infty$, it follows that the minimum variance estimate of $c$ is given by [13, pp. 26]

$$\hat{c} = \hat{c} - \hat{B} \hat{\Psi}_3 \hat{\Gamma} \hat{G} \hat{c}^T \hat{\Gamma} \hat{G} \hat{c}^T.$$  (32)

where $\hat{\Gamma}$ denotes the Moore–Penrose pseudoinverse operator, and

$$\hat{\Psi}_3 = \hat{\Gamma} \hat{G} \hat{\Gamma}.$$
The normalized covariance matrix of $\hat{c}$, when $N$ is sufficiently large, can be estimated as

$$\hat{\Psi}_4 := N \operatorname{cov} \{ \hat{c} \} \approx H \hat{\Psi} H^T - \hat{\Psi}_3 \hat{\Psi}_3^T [\hat{\Psi}_2 \hat{\Psi}_3^T]^T \hat{\Psi}_3.$$

D. Step 4: SPR Regularization

We denote the estimate of $f(z)$ so far by

$$\hat{f}(z) := \frac{\hat{f}_0 + \hat{b} (zI - X)^{-1} \hat{c}}{1 + \hat{b} (zI - X)^{-1} \hat{c}}.$$

There is a possibility that $\hat{f}(z)$ is not SPR. This may occur in either of the following cases:

1) for $\hat{c} = \hat{\hat{c}}$, the solution set $B$ of all $b$ such that $f(z)$ is SPR may be empty;

2) even if $B$ is nonempty, $\hat{c} \notin B$.

In either case, the estimate of $f(z)$ needs to be modified. This can be done using Lemma 3.

Checking whether $B$ is nonempty can be easily done using (21)–(22). If it fails, $\hat{c}$ needs to be modified. One simple modification is to use the following:

$$\hat{c} := [\hat{c}^T \hat{f}_0^T] := \arg \min_{\hat{c}} \left\{ (\hat{c} - \hat{\hat{c}})^T \hat{\Psi}_4^{-1} (\hat{c} - \hat{\hat{c}}) \right\}$$

subject to (19) and (20). This is equivalent to solving the following semidefinite program:

$$\hat{c} = \arg \min_{\hat{c}} \ell$$

subject to $Q > 0, \alpha \hat{c}^T + \hat{e} \hat{c}^T > X Q X^T - Q$

$$\begin{bmatrix} \ell & (\hat{c} - \hat{\hat{c}})^T \\ (\hat{c} - \hat{\hat{c}}) & \hat{\Psi}_4 \end{bmatrix} > 0,$$

$$\begin{bmatrix} \alpha \hat{c}^T + \hat{e} \hat{c}^T + Q & c + \epsilon \hat{f}_0 \\ c^T + \hat{f}_0 e^T & 2 \hat{f}_0^T \end{bmatrix} > 0. \tag{33}$$

The second step is to re-estimate $\hat{b}$. Instead of doing it directly, we estimate $\beta$ and $Q$ (18) by solving the following optimization problem:

$$\min_{\beta, Q} (\beta - \hat{\beta}) Q (\beta - \hat{\beta})^T \hat{Q}$$

subject to (18) with $c$ and $\hat{f}_0$ replaced by $\hat{c}$ and $\hat{\hat{f}}_0$, respectively. This is equivalent to solving the following semidefinite program:

$$\begin{bmatrix} \beta & \hat{Q} \end{bmatrix} = \arg \min_{\beta, \hat{Q}} \ell$$

subject to

$$\begin{bmatrix} \ell & \beta^T - \hat{\beta} \hat{Q}^T \\ \beta^T \hat{Q} & I \end{bmatrix} > 0,$$

$$\begin{bmatrix} \alpha \hat{c}^T + \hat{e} \hat{c}^T + Q & c + \epsilon \hat{f}_0 \\ c^T + \hat{f}_0 e^T & 2 \hat{f}_0 \end{bmatrix} \begin{bmatrix} \beta^T \hat{Q}^T \\ \hat{Q} \end{bmatrix} > 0. \tag{34}$$

The resulting estimate of $\hat{b}$ is given by

$$\hat{b} = \hat{\beta} Q^{-1}$$

which gives the final SPR estimate of $f(z)$ as

$$f(z) = \frac{\hat{f}_0 + \hat{b} (zI - X)^{-1} \hat{c}}{1 + \hat{b} (zI - X)^{-1} \hat{c}}.$$

E. Asymptotic Accuracy

When $N$ is large, the interpolation data $\hat{f}_0$ is accurate enough to ensure $\hat{f}(z)$ is SPR, and hence the SPR regularization step is not needed. Therefore, the asymptotic covariance matrix of $[\hat{c}^T \hat{b}]$ serves as a measure of the asymptotic accuracy of the above estimation algorithm. In Appendix G it is shown that

$$\lim_{N \to \infty} \frac{1}{N} \operatorname{cov} \{ [\hat{c}^T \hat{b}] \} = \left\{ \begin{bmatrix} I & 0 \\ 0 & L \end{bmatrix} \begin{bmatrix} H \Psi H^T \end{bmatrix}^{-1} \begin{bmatrix} I & 0 \\ 0 & L \end{bmatrix}^{-1} \right\}^{-1}. \tag{34}$$

Let

$$\Phi_\nu = \lim_{N \to \infty} \frac{1}{N} \operatorname{cov} \{ [\hat{c}^T \hat{b}] \}$$

with $\nu$ interpolation conditions. Now, suppose we add an additional interpolation condition and the resulting normalized covariance matrix be $\Phi_{\nu+1}$. Then, (34) can be used to show that $\Phi_\nu - \Phi_{\nu+1}$ is a positive-definite matrix. See [2, Lemma 2] for a similar proof.

V. ILLUSTRATIVE EXAMPLE

To show how the proposed algorithm works, we test it on an ARMA process $u(t)$ generated by filtering a Gaussian white noise through

$$g(z) = \frac{z^4 - 0.4789 z^3 + 0.3702 z^2 - 0.3879 z + 0.6561}{z^4 - 0.5414 z^3 + 0.9077 z^2 - 0.4385 z + 0.6561}. \tag{35}$$

It can be verified that the poles and zeros of $g(z)$ are very close to each other. In addition, the zeros are located very close to the unit circle. This makes it a difficult problem to identify $g(z)$ accurately. In addition, the algorithms where positivity of the estimated spectrum is not guaranteed may often give a nonpositive spectrum estimate or an unstable estimate of $g(z)$.

We take $m = 20, \xi_1 = \infty, \xi_2 = 1.5, \xi_2 = -1.5$, and

$$\xi_{2k-1} = 1.5 \xi_{2k-1} (k-1) \pi / 10, \quad \xi_{2k} = 1.5 \xi_{2k} (k-1) \pi / 10 \tag{36}, \quad k = 2, \ldots, 10$$

with $\nu_i = 1$ for all $i$. The performance of the proposed algorithm is compared with the maximum-likelihood approach. Simulation results based on 100 independent runs are shown in Fig. 1, where we plot the true spectrum (solid) with the mean (dashed) ± the standard deviation (dashed-dotted) of the estimated spectrum for each approach. In each run, 1000 points of
$u(t)$ are used. Simulation results for $N = 1000$ are shown in Fig. 1(a) and (b), where we notice that the performance of the proposed estimator is very close to that of the maximum-likelihood approach. Fig. 1(c) and (d) depicts the simulation results for $N = 200$. In this case, the proposed estimate has larger bias but smaller variance than the maximum-likelihood approach. The small sample bias effect is mainly because the initial conditions in the filtering operation (4) are unknown. This transient effects disappear as we increase $N$. In fact, the performance of the interpolation approach improves with the increase in the interpolation data, and may achieve the optimal performance limit asymptotically (however, we do not yet have a theoretical justification supporting this statement). This makes our algorithm an attractive alternative for spectral analysis because we solve a convex problem to arrive at the final estimates but, unlike the maximum-likelihood approach, do not encounter problems due to nonlinear optimization.

VI. CONCLUSION

In this paper we have proposed a robust interpolation algorithm for spectral estimation. The problem considered here can be seen as a generalization of the classical Nevanlina-Pick interpolation problem. Our algorithm has three main features. Firstly, we allow noise-corrupted interpolation data. Secondly, we can incorporate a large number of interpolation data points to reduce the estimation error. Finally, an SPR solution is always guaranteed. Since SPR functions are stable, the stability of the estimated model is also automatically guaranteed. In addition, our algorithm employs semidefinite programming and is thus computationally efficient in the sense that the solution is obtained in polynomial time.

The robust spectral estimation approach can be easily generalized to multivariable processes. It is also possible to estimate the model order by using high order derivatives of $f(z)$ at appropriate interpolation points. A similar robust algorithm for covariance extension can also be derived.

APPENDIX A

PROOF OF (7)

There exists $\Gamma \in \mathbb{C}^{U \times V}$ such that

$$\Gamma^{-1} A \Gamma = A_s, \quad \Gamma^{-1} b = b_s$$  \hfill (36)

with $(A_s, b_s)$ in Jordan canonical form. Thus

$$A_s = \begin{bmatrix} A_0 & 0 & \cdots & 0 \\ 0 & A_1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A_m \end{bmatrix}, \quad b_s = \begin{bmatrix} b_0 \\ b_1 \\ \vdots \\ b_m \end{bmatrix}$$  \hfill (37)

where $A_k \in \mathbb{C}^{p_k \times p_k}$ and $b_k \in \mathbb{R}^{p_k \times 1}$ are given by

$$A_k = \begin{bmatrix} \xi_k^{-1} & 1 & \cdots & 0 \\ 0 & \xi_k^{-1} & \cdots & \vdots \\ \vdots & \vdots & \ddots & 1 \\ 0 & \cdots & 0 & \xi_k^{-1} \end{bmatrix}, \quad b_k = \begin{bmatrix} 0 \\ \vdots \\ 0 \\ 1 \end{bmatrix}.$$  \hfill (38)
Using (5) and (36), it follows that
\[
\gamma := \Gamma^{-1} r = \frac{1}{2} r_0 b_0 + \sum_{k=1}^{\infty} r_k A_k^T b_0. \tag{39}
\]

Now, partition
\[
\gamma = \begin{bmatrix} \gamma_0^T & \gamma_1^T & \cdots & \gamma_m^T \end{bmatrix}^T, \quad \gamma_k \in \mathbb{C}^{n \times 1}. \tag{40}
\]

Since \( \xi_0 = \infty \) and \( \nu_0 = 1 \), we have \( A_0 = 0 \). Hence, (37) and (39) gives
\[
\gamma_0 = \frac{1}{2} r_0 = f(\infty).
\]

Also for \( i > 0 \) using (1), (37), and (39), it follows that
\[
\gamma_i = \frac{1}{2} r_0 b_i + \sum_{k=1}^{\infty} r_k A_k^T b_i. \tag{41}
\]

Consequently, for \( i > 0 \), we have [14, pp. 557 and 565]
\[
[\gamma_i]_k = \frac{1}{(\nu_i - \ell)!} \frac{d^{\nu_i-\ell}}{dz^{\nu_i-\ell}} f \left( \frac{1}{z} \right) \mid_{z = \xi_k^i}, \quad \ell = 1, \ldots, \nu_i. \tag{42}
\]

Defining \( \ell^{-1} C_{\ell-1} = (n!) / (r!(n-r)!) \), it is also straightforward to show that
\[
\frac{1}{\ell!} \frac{d^\ell f(z^{-1})}{dz^\ell} = (-1)^\ell \left( \ell \right) \sum_{k=1}^{\ell} \ell^{-1} C_{\ell-1} f_k(z) z^{-(\ell+1)} \tag{43}
\]

for all \( \ell > 0 \). Now, setting \( z = \xi_k^i \) in (43) and using (42), we get
\[
S_k J_k f_k(\xi_k) = \gamma_k
\]

where \( J_k \in \mathbb{R}^{n \times n} \) is the permutation matrix having ones along the diagonal and zeros elsewhere, \( S_i = \text{diag} \{ 1, S_i \} \), and \( S_i \in \mathbb{C}^{(\nu_i-1) \times (\nu_i-1)} \) is given by
\[
[S_i]_{ij} = \begin{cases} (-1)^{j-i} \ell^{-1} C_{\ell-1}^{j-i+1}, & \text{if } j \geq \ell \\ 0, & \text{otherwise} \end{cases}
\]

Now, \( S_k \) is invertible since it is lower triangular with nonzero diagonal entries. Hence, we get
\[
f_k(\xi_k) = J_k S_k^{-1} \gamma_k = T_k^{-1} r \tag{44}
\]

where
\[
\begin{bmatrix} T_0 \\ T_1 \\ \vdots \\ T_m \end{bmatrix} = \begin{bmatrix} J_0 S_0^{-1} & 0 & \cdots & 0 \\ 0 & J_1 S_1^{-1} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & J_m S_m^{-1} \end{bmatrix}.
\]

\[f(z) = \frac{\hat{f}_0 + \hat{f} (z I_n - X_k)^{-1} \hat{c}}{1 + \hat{f} (z I_n - X_k)^{-1} \hat{c}} \tag{46}
\]

where \( \hat{f} = \hat{b} T^{-1} \). It suffices to show that the \( f(z) \) in (46) interpolates the given data for \( i = 0, 1, \ldots, p \).

It is easy to see that \( f(\infty) = \hat{f}_0 \), which satisfies the interpolation condition for \( \xi_0 \). Consider the partial fraction expansions
\[
N(z) := \hat{f}_0 + \hat{f} (z I_n - X_k)^{-1} \hat{c} = \hat{f}_0 + \sum_{k=1}^{m} \sum_{j=1}^{\nu_k} \frac{n_{k,j}}{(z - \xi_k^j)};
\]

\[
D(z) := 1 + \hat{f} (z I_n - X_k)^{-1} \hat{c} = 1 + \sum_{k=1}^{m} \sum_{j=1}^{\nu_k} \frac{d_{k,j}}{(z - \xi_k^j)}.
\]

Since \( (z - \xi_k^j)^{\nu_k} D(z) f(z) = (z - \xi_k)^{\nu_k} N(z) \), applying Leibnitz’s theorem of successive differentiation yields
\[
\frac{1}{j!} \frac{d^j}{dz^j} \left( (z - \xi_k)^{\nu_k} N(z) \right) = \sum_{\ell=0}^{j} \frac{1}{\ell!} \frac{d^\ell}{dz^\ell} \left( (z - \xi_k)^{\nu_k} D(z) f_j(z) \right).
\]

Evaluating at \( z = \xi_k \), we have
\[
n_{k,\nu_k-j} = \sum_{\ell=0}^{j} d_{k,\nu_k-j} f_{j-\ell}(\xi_k), \quad j = 0, 1, \ldots, \nu_k - 1 \tag{47}
\]

where we use the standard formula
\[
n_{k,\nu_k-j} = \frac{1}{j!} \frac{d^j}{dz^j} \left( (z - \xi_k)^{\nu_k} N(z) \right) \Bigg|_{z = \xi_k} \quad \text{and} \quad d_{k,\nu_k-j} = \frac{1}{j!} \frac{d^j}{dz^j} \left( (z - \xi_k)^{\nu_k} D(z) \right) \Bigg|_{z = \xi_k}
\]

for \( \ell = 0, 1, \ldots, \nu_k - 1 \). Denoting
\[
n_k := [n_{k,\nu_k}, \ldots, n_{k,1}], \quad d_k := [d_{k,\nu_k}, \ldots, d_{k,1}]
\]

we can rewrite (47) as
\[
n_k = d_k L^T \{ f_k(\xi_k) \} = f_k^T(\xi_k) J_k L^T (d_k, J_k). \tag{48}
\]

Defining \( u_k = [(z - \xi_k)^{\nu_k} \cdots (z - \xi_k)^{-1}]^T \), we can write
\[
[z I - X_k]^{-1} = L^T (u_k).
\]

We also partition \( b \) as
\[
b = [b_1 \quad \cdots \quad b_p], \quad b_k \in \mathbb{C}^{1 \times \nu_k}.
\]
It follows that
\[
\begin{align*}
n_k \mathbf{u}_k &= b_k \left[ z I - X_k \right]^{-1} \hat{f}_k = b_k \mathcal{L}^T(\mathbf{u}_k) \hat{f}_k = b_k \mathcal{L}^T(\mathbf{d}_k, \mathbf{J}_k) \mathbf{u}_k; \\
\mathbf{d}_k \mathbf{u}_k &= b_k \left[ z I - X_k \right]^{-1} \mathbf{e}_k = b_k \mathcal{L}^T(\mathbf{e}_k) \mathbf{u}_k = b_k \mathbf{u}_k.
\end{align*}
\]

In the above, we have used \( \mathcal{L}(\mathbf{e}_k) = I \). Now, equating coefficients of \((z - \xi_k)^{-1}\), and using (48), we get
\[
\mathbf{d}_k = b_k, \quad \mathbf{n}_k = \mathbf{f}_k(\xi_k) \mathbf{J}_k \mathcal{L}^T(\mathbf{d}_k, \mathbf{J}_k) = \hat{f}_k J_k \mathcal{L}^T(\mathbf{d}_k, \mathbf{J}_k).
\]

If \( \mathcal{L}(\mathbf{d}_k, \mathbf{J}_k) \) is nonsingular, (8) holds. It remains to exclude the possibility that \( \mathcal{L}(\mathbf{d}_k, \mathbf{J}_k) \) is singular. If this happens, then
\[
d_{k,1} = 0, \quad n_{k,1} = 0
\]
[see (48)], implying that both \( N(z) \) and \( D(z) \) have at least one common zero at \( \xi_k \). This is not because \( f(z) \) is of order \( n_l \). Hence, \( \mathcal{L}(\mathbf{d}_k, \mathbf{J}_k) \) must be nonsingular.

It remains to show the properties of \( X_k, b_k, c_k \) and \( e_k \). It is known [15, pp. 109] that \( X \) is real-valued and \( e = [1 \ 0 \cdots 0] \). To see \( c \) is real-valued, let us partition \( T = [T_1^T \cdots T_p^T]^T \) with \( T_k \in \mathbb{C}^{n_k \times n_k} \). Clearly, \( \hat{f}_k = T_k c \). In addition, due to block diagonal structure of \( X_k \), it follows that
\[
T_k = [\mathbf{e}_k \ X_k \mathbf{e}_k \cdots X_k^{n_k-1} \mathbf{e}_k]. \tag{49}
\]
Express \( c = c_0 + ic \). If \( \xi_k \) is real-valued, then \( \hat{f}_k \) is real-valued. Also by (49) \( T_k \) is real-valued. This implies that \( T_k c_I = 0 \).

Now, assume \( \xi_k \) is complex-valued and express \( T_k = T_k^{\Re} + i T_k^{\Im} \). Then, there exists \( 1 \leq j \leq p \) such that \( \xi_j \) is the complex conjugate of \( \xi_k \). Consequently, \( \hat{f}_j \) is the complex conjugate of \( \hat{f}_k \). Also by (49) \( T_j \) is the complex conjugate of \( T_k \). Hence
\[
\Re\{T_k c\} = \Re\{T_j c\}, \quad \Im\{T_k c\} = -\Im\{T_j c\}
\]
which implies
\[
T_k c_I = 0, \quad T_k c_I = 0
\]
or \( T_k c_I = 0 \). It follows that \( T c_I = 0 \). Since \( \xi_k \) are distinct, \( T \) is nonsingular. Hence, \( c_I = 0 \).

Whenever \( \xi_j \) is complex conjugate of \( \xi_k \), \( f(\xi_j) \) is complex conjugate of \( f(\xi_k) \). Hence, the coefficients in \( f(z) \) must be real-valued. Since \( X, c \) and \( e \) are real-valued, the above implies that \( b \) is real-valued.

**APPENDIX C**

**PROOF OF LEMMA 2**

Denoting
\[
\alpha_k(z) = \Omega_k^T(z) c, \quad \beta_k(z) = \Omega_k^T(z) c \quad k = p + 1, \ldots, m
\]
then (10) implies
\[
f(z) - \hat{f}_0 = b \{ \beta_1(z) f(z) - \alpha_1(z) \} \tag{50}
\]
Note that
\[
\begin{align*}
\frac{1}{k!} \frac{d^k \beta_1(z)}{dz^k} &= \beta_{k+1}(z), \\
\frac{1}{k!} \frac{d^k \alpha_1(z)}{dz^k} &= \alpha_{k+1}(z), \quad k > 0. \tag{51}
\end{align*}
\]
Using (51), Leibniz’s theorem of successive differentiation in (50), we get
\[
f_k(z) = b \{ -\alpha_{k+1} + \beta_1 f(z) + \beta_2 f(z) + \cdots + \beta_{k+1} f(z) \}, \quad k > 0. \tag{52}
\]
Rearranging (50) and (52) in a matrix form, we obtain
\[
f_k(z) - \hat{f}_0 = 0 \begin{bmatrix} f(z) \\ \zeta_k \end{bmatrix} = b \begin{bmatrix} E(z) & \mathcal{L}(f(z)) - C(z) \end{bmatrix}.
\]
Evaluating the above at \( \xi_i \) for \( i = p + 1, \ldots, m \) yields (15).

**APPENDIX D**

**PROOF OF LEMMA 3**

Let us define
\[
N(z) = \hat{f}_0 + b(z I - X)^{-1} c, \quad D(z) = 1 + b(z I - X)^{-1} e. \tag{53}
\]
Note that \( f(z) \) is SPR if and only if \( f(z) \) is stable and
\[
\begin{align*}
N(z) D(z^{-1}) + N(z^{-1}) D(z) &= \begin{bmatrix} c & \hat{f}_0 \\ \hat{f}_0^T & c \end{bmatrix} \begin{bmatrix} b(z I - X)^{-1} & 1 \\ (z^{-1} I - X^T)^{-1} b^T & 1 \end{bmatrix} \begin{bmatrix} c & \hat{f}_0 \\ \hat{f}_0^T & c \end{bmatrix}^T, & \text{if } z = 1.
\end{align*}
\]
for all \( |z| = 1 \). By the KYP lemma [16], the above holds if and only if there exists \( Q = Q^T > 0 \) such that
\[
\begin{bmatrix}
\begin{bmatrix} c & \hat{f}_0 \\ \hat{f}_0^T & c \end{bmatrix} & Q - X Q X^T \\
0 & -b Q^T \end{bmatrix} > 0.
\]
Rewriting (55) as
\[
\begin{bmatrix}
\begin{bmatrix} c & \hat{f}_0 \\ \hat{f}_0^T & c \end{bmatrix} & Q - X Q X^T \\
0 & -b Q^T \end{bmatrix} > 0.
\]
and applying Schur complement, (55) is equivalent to (18).

We can rewrite (18) as
\[
\Theta + U \beta V^T + V \beta^T U^T > 0
\]
where
\[
\Theta = \begin{bmatrix}
\begin{bmatrix} c & \hat{f}_0 \\ \hat{f}_0^T & c \end{bmatrix} & Q - X Q X^T \\
0 & -b Q^T \end{bmatrix}, \quad V = \begin{bmatrix} 0_{n \times n} \\ 0_{1 \times n} \\
1 \\ 0_{n \times 1} \end{bmatrix}.
\]
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It is straightforward to construct full-rank matrices $U_\perp$ and $V_\perp$ such that $U_\perp^TV = 0$ and $V_\perp^TV = 0$. One possible choice is

$$V_\perp = \begin{bmatrix} \frac{1}{3(1)} & 0_{3(1)} \\ 0_{3(1)} & 0_{3(1)} \end{bmatrix}, \quad U_\perp = \begin{bmatrix} \frac{1}{3(1)} \\ 0_{3(1)} \end{bmatrix}.$$ 

Using the elimination lemma ([17, pp. 22]), there exists $\beta$ such that (18) holds if and only if $U_\perp^T\Theta U_\perp > 0$ and $V_\perp^T\Theta V_\perp > 0$. It can be verified that $U_\perp^T\Theta U_\perp > 0$ is equivalent to (20), while $V_\perp^T\Theta V_\perp > 0$ is equivalent to

$$\begin{bmatrix} x^T + x^T + Q X Q^T \end{bmatrix} > 0$$

which can be transformed via Schur complement into

$$x^T + x^T + Q - XQQ^T > 0, \quad Q > 0.$$ 

Next, we show that (19), (20), and $Q > 0$ are equivalent to (21). We first show the sufficiency. Suppose that $P$ is positive definite. Then, $E = X^T > 0$, implying $E > 0$ since $X$ is stable and thus invertible. Set $Q = E$ in (19) and (20). Comparing with (22), we see that (19) becomes an equality, while the inequality (20) is satisfied. Therefore, it is possible to find $Q > 0$ (by perturbing from $E$ slightly) such that both the inequalities (19) and (20) hold.

Conversely, suppose that there exists $Q > 0$ such that (19) and (20) hold. Then, using (22) and (19), we get

$$X(E - Q)^T > E - Q \Rightarrow E > Q. \quad (56)$$

However, from (21) and (22)

$$P = \begin{bmatrix} \frac{1}{3(1)} + c + \frac{1}{3(1)} & 0 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} E - Q & 0 \\ 0 & 0 \end{bmatrix} > 0.$$ 

Hence, (56) and (20) imply $P > 0$.

**APPENDIX E**

**DERIVATION OF $G$ IN (28) AND $H$ IN (31)**

Using (44), (25) and denoting $\hat{\mathbf{c}} = [\hat{c}_T \hat{b}_T]^T$, we have

$$H = \left[ T^{-1} \left[ T_1^T \cdots T_p^T \right] T_0 \right] \Gamma^{-1}.$$ 

Defining $\hat{b}_k = \hat{b}_k - bL_k$ for $k = p_1, \ldots, m$, then (13) and (14) becomes

$$\hat{e}_k = \left( \hat{b}_k - \varepsilon_k \hat{b}_0 \right)^T + b[C_k(\xi_k) - E_k(\xi_k)\mathcal{L}(\hat{b}_k)]. \quad (57)$$

Using (11) and (12), the identity $\mathbf{wL}(\mathbf{u}) = \mathbf{vL}(\mathbf{w})$ for $\mathbf{v}$ and $\mathbf{w}$ with compatible dimensions, and

$$O_k := \left[ b[C_k(\xi_k)]^T \cdots b[E_k(\xi_k)]^T \right]^T$$

we can rewrite (57) as

$$\hat{e}_k = \left( \hat{b}_k - \varepsilon_k \hat{b}_0 \right)^T + (O_k\hat{e})^T - \hat{b}_k^T \mathcal{L}(bE_k(\xi_k)) = [I - \mathcal{L}(bE_k(\xi_k))]\hat{b}_k + (O_k - \varepsilon_k)\hat{e}.$$ 

Noting that $\hat{b}_k$ is obtained using (44) and (31) and is given by

$$\hat{b}_k = [O_k - \varepsilon_k]H + [I - \mathcal{L}(bE_k(\xi_k))]\mathbf{L}_k\Gamma^{-1}.$$ 

Now, using the definition for $h$ in (16) and a similar definition for $L$, we get

$$\hat{e} = \left( \hat{h} - bL \right)^T = \left[ \hat{c}_T \quad \text{Re} \left\{ \hat{c}_c \right\} \quad \text{Im} \left\{ \hat{c}_c \right\} \right]^T.$$ 

where

$$\hat{e}_c = [\hat{e}_{p+1} \cdots \hat{e}_{p+p_c}]^T,$$

$$\hat{e}_c = [\hat{e}_{p+1} \cdots \hat{e}_{p+p_c}]^T.$$ 

Hence, from (58), we get (28) with

$$G_1 = \begin{bmatrix} B_{p+1} \\ \vdots \\ B_{p+p_c} \end{bmatrix}, \quad G_2 = \begin{bmatrix} G_1 \\ \text{Re} \left\{ G_2 \right\} \\ \text{Im} \left\{ G_2 \right\} \end{bmatrix}.$$ 

**APPENDIX F**

**PROOF OF LEMMA 4**

**DERIVATION OF $G$ IN (28) AND $H$ IN (31)**

Using (44), (25) and denoting $\hat{\mathbf{e}} = [\hat{c}_T \hat{b}_T]^T$, we have

$$H = \left[ T^{-1} \left[ T_1^T \cdots T_p^T \right] \right] \Gamma^{-1}.$$ 

Defining $\hat{e}_k = \hat{b}_k - bL_k$ for $k = p_1, \ldots, m$, then (13) and (14) becomes

$$\hat{e}_k = \left( \hat{b}_k - \varepsilon_k \hat{b}_0 \right)^T + b[C_k(\xi_k) - E_k(\xi_k)\mathcal{L}(\hat{b}_k)]. \quad (57)$$

Using (11) and (12), the identity $\mathbf{wL}(\mathbf{u}) = \mathbf{vL}(\mathbf{w})$ for $\mathbf{v}$ and $\mathbf{w}$ with compatible dimensions, and

$$O_k := \left[ b[C_k(\xi_k)]^T \cdots b[E_k(\xi_k)]^T \right]^T$$

we can rewrite (57) as

$$\hat{e}_k = \left( \hat{b}_k - \varepsilon_k \hat{b}_0 \right)^T + (O_k\hat{e})^T - \hat{b}_k^T \mathcal{L}(bE_k(\xi_k)) = [I - \mathcal{L}(bE_k(\xi_k))]\hat{b}_k + (O_k - \varepsilon_k)\hat{e}.$$ 

where $B_k$ is obtained using (44) and (31) and is given by

$$B_k = [O_k - \varepsilon_k]H + [I - \mathcal{L}(bE_k(\xi_k))]\mathbf{L}_k\Gamma^{-1}.$$ 

Now, using the definition for $h$ in (16) and a similar definition for $L$, we get

$$\hat{e} = \left( \hat{h} - bL \right)^T = \left[ \hat{c}_T \quad \text{Re} \left\{ \hat{c}_c \right\} \quad \text{Im} \left\{ \hat{c}_c \right\} \right]^T.$$ 

where

$$\hat{e}_c = [\hat{e}_{p+1} \cdots \hat{e}_{p+p_c}]^T,$$

$$\hat{e}_c = [\hat{e}_{p+1} \cdots \hat{e}_{p+p_c}]^T.$$ 

Hence, from (58), we get (28) with

$$G_1 = \begin{bmatrix} B_{p+1} \\ \vdots \\ B_{p+p_c} \end{bmatrix}, \quad G_2 = \begin{bmatrix} G_1 \\ \text{Re} \left\{ G_2 \right\} \\ \text{Im} \left\{ G_2 \right\} \end{bmatrix}.$$ 

**APPENDIX F**

**PROOF OF LEMMA 4**

In this Appendix, we write

$$G(q^{-1}) = [0.5I + \mathbf{A}(qI - \mathbf{A}^{-1})] \mathbf{b}.$$ 

Note that $\alpha(q^{-1}) = G(q^{-1}) + G(q)$. For two stationary vector valued processes $x(t)$ and $y(t)$, we denote

$$\rho_{xy}(t_1 - t_2) = \text{E}\{x(t_1)y^T(t_2)\}.$$ 

Using a standard formula for the fourth-order moments of Gaussian random vectors [18], we get

$$\text{E}\{\hat{\mathbf{r}}^T\} = \frac{1}{N^2} \sum_{t_1=1}^{N} \sum_{t_2=1}^{N} \text{E}\{x(t_1)y(t_1)x^T(t_2) \}$$

$$\rho_{xy}(t_1 - t_2) = \text{E}\{x(t_1)y^T(t_2)\}.$$ 

Note that the inner summation in the right-hand side of (59) is independent of $t_1$. In addition, the magnitudes of the correla-
tion functions $\rho_{xx}(\tau), \rho_{xx}(\tau)$, etc., decay exponentially with $\tau$. Hence, for large $N$, we can simplify (59) as

$$\Phi_T^T - \Phi_T = \frac{1}{N} \sum_{\tau = N+1}^{N+1} [\rho_{xx}(\tau)\rho_{xx}(\tau) + \rho_{xx}(\tau)\rho_{xx}(\tau)].$$

(60)

We know that

$$\rho_{xx}(\tau) = \frac{1}{2\pi} \int_{-\pi}^{\pi} G(e^{-i\omega})|G(e^{i\omega})|^2 e^{i\omega\tau} d\omega.$$  

Hence, using Poisson’s summation formula, it follows that

$$\lim_{N \to \infty} \sum_{\tau = -N+1}^{N-1} \rho_{xx}(\tau)\rho_{xx}(\tau) = \frac{1}{2\pi} \int_{-\pi}^{\pi} G(e^{-i\omega})|G(e^{i\omega})|^2 G^T(e^{-i\omega}) d\omega. \quad (61)$$

Also, a similar calculation gives

$$\lim_{N \to \infty} \sum_{\tau = -N+1}^{N-1} \rho_{xx}(\tau)\rho_{xx}(\tau) = \frac{1}{2\pi} \int_{-\pi}^{\pi} G(e^{-i\omega})|G(e^{i\omega})|^2 G^T(e^{-i\omega}) d\omega. \quad (62)$$

Hence, by combining (60), (61), and (62), we get

$$\text{Ncov}\{\hat{\phi}\} = \frac{1}{2\pi} \int_{-\pi}^{\pi} G(e^{-i\omega})|G(e^{i\omega})|^2 G^T(e^{-i\omega}) d\omega. \quad (63)$$

Note that $\alpha(e^{-i\omega}) = \text{Re}\{G(e^{-i\omega})\}$, and $\text{Im}\{G(e^{-i\omega})\}$ is an odd function. Using these observations, it is straightforward to derive (24) from (63).

**APPENDIX G**

**PROOF OF (34)**

In this Appendix, we denote

$$\Psi_1 = H\Psi H^T, \quad \Psi_3 = H\Psi G^T,$$

$$\Pi = \left\{I - L^T \left[L\Psi_2^2 L^T\right]^{-1} L\Psi_2^{-1}\right\}. \quad (64)$$

It can be verified that

$$\Pi L^T = 0, \quad (65)$$

and

$$Q := \Pi\Psi_2 = \Psi_2 - L^T \left[L\Psi_2^2 L^T\right]^{-1} L = \Pi\Psi_2. \quad (66)$$

Hence

$$\Pi^T[\Pi\Psi_2]\Pi = \Psi_2^{-1} QQ^T \Psi_2^{-1} = \Psi_2^{-1} Q\Psi_2^{-1}. \quad (67)$$

For large $N$, it holds that $\hat{L} \approx L, \hat{G} \approx G, \hat{\Pi} \approx \Pi$, etc. Consequently, it follows from (27) that

$$\hat{\Phi}_T^T = [L\Psi_2^{-1} L^T]^{-1} L\Psi_2^{-1} \hat{\Phi}. \quad (68)$$

Similarly, using (31) and (32), it follows that

$$\hat{c} - c = \left\{H - \Psi_3\Pi^T \left[\Pi\Psi_2\Pi^T\right]^T \Pi G\right\} \tau. \quad (69)$$

Consequently, by (66), we have

$$E\{(\hat{b} - b)^T (\hat{b} - b)\} = \left[L\Psi_2^{-1} L^T\right]^{-1} = X^{-1}. \quad (70)$$

while by (67) and (68), we get

$$E\{(\hat{c} - c)(\hat{c} - c)^T\} = \Psi_1 - \Psi_3\Pi^T \left[\Pi\Psi_2\Pi^T\right]^T \Pi\Psi_3^T = \Psi_1 - \Psi_3\Psi_2^{-1} Q\Psi_2^{-1} \Psi_3 \Psi_3 = Y - B^T X^{-1} B. \quad (71)$$

In addition, using (64)–(67), it follows that

$$E\{(\hat{c} - c)(\hat{b} - b)\} = \Psi_3\Psi_2^{-1} L^T X^{-1} = B X^{-1}. \quad (72)$$

Combining (68), (69), (70), and (71), and using a standard block matrix inversion formula [12, pp. 512], we get

$$R = E\left\{\begin{bmatrix} \hat{c} - c \\ (\hat{b} - b)^T \end{bmatrix} \left[\begin{bmatrix} \hat{c} - c \\ (\hat{b} - b)^T \end{bmatrix}\right]^T\right\} = \left[Y^{-1} + B^T X^{-1} B \quad B^T X^{-1}\right]. \quad (73)$$

Note that $\alpha(e^{-i\omega}) = \text{Re}\{G(e^{-i\omega})\}$, and $\text{Im}\{G(e^{-i\omega})\}$ is an odd function. Using these observations, it is straightforward to derive (24) from (63).
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