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#### Abstract

We consider a distributed convex optimization problem in which a connected network of agents collaboratively seeks to minimize the sum of their local objective functions over a common decision variable. We propose a new distributed optimization method in the Alternating Direction Method of Multipliers (ADMM) framework, But our method combines the celebrated Belief Propagation(BP) algorithm and relaxation iteration method to achieve distributed optimization. Numerical simulation shows that our proposed algorithms have good convergence speed. We also discuss the trade-off between the convergence rate and the required communication and computational complexities.


## KEYWORDS

alternating direction method of multipliers, belief propagation, distributed optimization, relaxation iteration method

## 1 | INTRODUCTION

In recent years, distributed convex optimization methods for solving convex optimization problems over networks have received considerable interest. In a connected, undirected network with $N$ nodes, each of which having a local private convex cost function $f_{i}: R^{n} \rightarrow R, i \in 1,2, \ldots, N$, we focus on iterative, distributed algorithms that solve the convex optimization problem:

$$
\begin{equation*}
\min _{x \in R^{n}} f(x):=\sum_{i=1}^{N} f_{i}(x), \tag{1}
\end{equation*}
$$

where $f(x)$ is the aggregate cost function and $x \in R^{n}$ is a global decision variable to be optimized. This problem has found various applications in multi-agent control [1,2], sensor fusion in wireless sensor networks [3], distributed learning [4] to just name a few.
In a distributed sense, the main problem can also be rewritten by introducing a local copy $x_{i} \in R^{n}$ of the global
variable $x$ for each agent $i$, that is, (1) becomes

$$
\begin{equation*}
\min _{\mathbf{x} \in R^{n N}} F(\mathbf{x}):=\sum_{i=1}^{N} f_{i}\left(x_{i}\right) \text {, s. t. } x_{i}=x_{j} \quad \forall i, j, \tag{2}
\end{equation*}
$$

where $\mathbf{x}=\operatorname{col}\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$.
Distributed methods for solving (2) can be divided into two classes: gradient descent methods and Lagrangian dual methods. In the gradient descent methods framework, the pioneering work is distributed subgradient methods (DSM) in the literature [5] which is simple to implement, but the convergence speed is slow. The work [6] proposes an accelerated distributed Nesterov gradient method with multi-step consensus inner iterations and achieves rates $O\left(1 / k^{2}\right)$ for convex and smooth cost functions. Here $k$ is the number of gradient evaluation iterations. [7] further shows the accelerated distributed Nesterov gradient method can achieve a rate $O\left(\left(1-\sqrt{\frac{\mu}{\sigma}}\right)^{2}\right)$ for $\mu$-strongly convex and $\sigma$-smooth functions. Further
utilizing smoothness, $[8,9]$ has a linear convergence rate for strongly convex functions and the key step in the algorithm is a novel gradient estimation scheme that involves historical gradient information. The paper [10] proposes a novel decentralized exact first-order algorithm (abbreviated as EXTRA) with global linear converge to the exact solution with a constant step size for cost functions with strong convexity and smoothness, and [11] further analyzes the equivalence between the EXTRA and the augmented Lagrangian dual method. Based on the conditions of strong convexity and smoothness, further using the Newton steps' Taylor expansion, Network Newton (NN) method in [12] achieves an at least linear convergence rate. In the Lagrangian dual framework, the widely known method is the Alternating Direction Method of Multipliers (ADMM) [13]. Under the distributed ADMM iteration framework, each agent is required to repeatedly solve an specific sub-problem to global optimality which is computationally expensive. Many papers, such as [14,15], which are mainly based on the gradient descent method above, need to use a large number of inner iterations to achieve consensus of local variables to achieve iterative updates. Although these works [14-18] show that the distributed ADMM can exhibit a linear convergence rate for objective functions with strong convexity and smoothness, they require a large amount of calculation and information exchange as the cost.

In this paper, we assume that all local objective functions are twice continuously differentiable, $\sigma$-smooth and strict convexity. This assumption ensures that the Hessian matrix for each cost function is positive definite and bounded. We extend [11,15] and propose a different approach of distributed optimization in the ADMM framework for solving (2). Our method is designed to exploit the special Lagrangian structures [15], for the series of optimization problems in the primary iterations, with a different method of gradient descent, we extract the optimality conditions of this series of optimization problems to form a high-dimensional linear equations, then we solve this linear equation system in a distributed way to complete the whole iterative process. In the specific implementation, based on Gaussian belief propagation [19-21] and finite-time consensus protocol [22-25], we propose our Generalized Belief Propagation algorithm. In order to compare the effect of this algorithm, based on the classic relaxation methods [26-28], we generalize the Generalized Gradient method for comparison.

The contribution of the article is that we propose a new distributed optimization method with linear convergence rate. Our method is to reconstruct the generalized gradient direction by solving a set of linear equations, which is different from the accelerated gradient descent method
and consensus-based ADMM. In addition, our algorithm can also use the second order gradient information directly to accelerate convergence, which is completely different from Taylor extension in [12]. Number simulation shows that our algorithm requires only a small number of internal iterations to yield linear convergence. Our methods require less information exchange, calculation and storage relative to the existing (accelerated) gradient descent $\operatorname{method}\left(1 / k^{2}\right.$ in [6]) with the same moderate precision requirements.
The problem we are considering is the basic problem that has been extensively studied in many more complex scenarios and has resulted in a series of discrete time and continuous time algorithms. In this paper, we propose another way to deal with this simple basic problem that is not weaker than the conventional method that has emerged. The next step is to further attenuate the problem's assumptions and study the problem in non-smooth and convex cases.
The rest of the paper is structured as follows: Section II states the distributed convex optimization problem and our network model. Section III presents our Generalized Belief Propagation algorithm and the Generalized Gradient algorithm. Section IV demonstrates the performance of the proposed algorithm. Section $V$ gives the summary.

Basic Notations: For a matrix $A \in R^{m \times m}$, we denote its transpose matrix by $A^{T}$. Let $\mathbf{1}_{n}$ denote the vector of $n$ ones, and $\mathbf{I}_{n}$ the $n \times n$ identity matrix. We denote the standard Euclidean norm of vector $\mathbf{x} \in R^{n}$ by $\|\mathbf{x}\|$. $\operatorname{Diag}(\cdot)$ is a diagonal matrix. A symmetric matrix $A \in R^{n \times n}$ is called (strictly) diagonally dominant if $\left|A_{i i}\right|(>) \geqslant \sum_{i \neq j}\left|A_{i j}\right|$ for all $i=1,2, \ldots n$.

## 2 | PROBLEM FORMULATION

This section formalizes the distributed optimization problem in the network model.

## 2.1 | Network Models and Assumptions

We consider a (sparse) network, characterized by a triplet $\mathcal{G}=\{\mathcal{V}, \mathcal{E}\}$ which is an undirected connected simple graph with $N$ nodes (or agents) and $M$ edges, where $\mathcal{V}=$ $\{1,2, \ldots, N\}$ denotes the set of nodes and $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$ denotes the set of undirected edges. $\mathcal{N}_{i}=\{j \in \mathcal{V} \mid(i, j) \in$ $\mathcal{E}\}$ is the neighborhood of agent $i$.

We assume $i<j$ in the representation of the edge $e_{i j}$. The edge-node incidence matrix $C \in R^{M \times N}$ is such that each column represents an agent and each row corresponds to an edge. In the column of this matrix, all edges are sorted according to dictionary ordering and the elements of $C$ is
defined as:

$$
C_{((i j), s)}= \begin{cases}1 & \text { edge } e_{i j} \in \mathcal{E} \text { and } s=i,  \tag{3}\\ -1 & \text { edge } e_{j i j} \in \mathcal{E} \text { and } s=j, \\ 0 & \text { otherwise. }\end{cases}
$$

$A \in R^{N \times N}$ is the symmetric adjacency matrix with 0 on the diagonal and 1 in the $(i, j)$ th position if node $i$ is connected to node $j$. The graph Laplacian matrix of $\mathcal{G}$, $L:=C^{T} C=D-A$, is a positive semi-definite matrix and satisfies: $L \mathbf{1}=\mathbf{0}$. Here the diagonal matrix $D$ is the degree matrix of $\mathcal{G}$.

Assumption 1. Graph $\mathcal{G}=\{\mathcal{V}, \mathcal{E}\}$ is connected, undirected, and simple (no self-loops or multiple edges between two nodes).

Assumption 1 is standard for distributed optimization and it implies that any two agents in the network can always influence each other in the long run.

## 2.2 | Problem formulation

In the network $\mathcal{G}=\{\mathcal{V}, \mathcal{E}\}$ of $N$ agents, $f_{i}: R^{n} \mapsto R$ is a proper closed convex objective function known only by agent $i$. Our aim is to compute the minimizer $x^{\star}$ of $f(x)$ through the cooperation of the agents in the network, that is, to solve the problem (1) or the equivalent problem (2).
Throughout this paper, we assume that the set of minimizers of $f$ is nonempty. Combining the strict convexity of the function (Assumption 2), the optimal value point is unique and we represent it as $x^{*}$.
Definition 1 (Strict Convexity). A functions $\xi$ are strictly convex, i.e.,

$$
\begin{equation*}
\xi(y)>\xi(x)+\langle\nabla \xi(x), y-x\rangle \tag{4}
\end{equation*}
$$

hold for all $x ; y \in R^{n}$.
Definition 2 ( $\sigma$-Smooth). A function $\xi$ is $\sigma$-smooth with $\sigma>0$ if it is continuously differentiable and $\sigma / 2\|\cdot\|^{2}-\xi$ is convex, or equivalently that

$$
\xi(y) \leq \xi(x)+\langle\nabla \xi(x), y-x\rangle+\frac{\sigma}{2}\|x-y\|^{2}
$$

holds for all $x ; y \in R^{n}$.
Assumption 2. $\forall i \in \mathcal{V}, f_{i}$ is twice continuously differentiable, $\sigma_{i}$-smooth and strict convexity.

Lemma 1 (Bounded Hessian). Under Assumption 2, $\forall i \in \mathcal{V}$, the Hessian matrix of every $f_{i}$ is bounded, i.e., $0<\nabla^{2} f_{i}(x) \leq \sigma_{i}$.

Lemma 1 is an obvious result under Assumption 2. In order to concisely express and highlight the main ideas, we limit $x_{i} \in R$ to study the problem. The the following results can be easily scaled to multi-dimensional situations.

## 3 | MAIN RESULTS

In this section, we first place the problem 5 in the framework of ADMM, and then we show the algorithm using relaxation iterative as a comparison with our proposed algorithm. Finally, we present our algorithm and related proofs.

## 3.1 | Distributed ADMM optimization

The connectivity of the graph ensures that the problem (2) can also be rewritten as

$$
\begin{align*}
& \min _{x_{i} \in R, i=1,2, \ldots, N} F(\mathbf{x}):=\sum_{i=1}^{N} f_{i}\left(x_{i}\right),  \tag{5}\\
& \text { s.t. } \quad x_{i}-x_{j}=0, \quad \forall j \in \mathcal{N}_{i} .
\end{align*}
$$

where $\mathbf{x}=\operatorname{col}\left\{x_{1}, x_{2}, \ldots, x_{N}\right\} \in R^{n^{*} N}$. Using the incidence matrix $C$ in (3), we get a compact form of the main optimization problem as

$$
\begin{align*}
& \mathbf{x}^{*}=\arg \min _{\mathbf{x} \in R^{N}} F(\mathbf{x}),  \tag{6}\\
& \text { s.t. } \quad C \mathbf{x}=0,
\end{align*}
$$

where $\mathbf{x}^{*}=\operatorname{col}\left\{x^{*}, x^{*}, \ldots, x^{*}\right\} \in R^{n^{*} N}$. In order to solve the problem (6), we use a special augmented Lagrangian: $\mathcal{L}_{\rho}$ : $R^{N} \times R^{M} \rightarrow R:$

$$
\begin{equation*}
\mathcal{L}_{\rho}(\mathbf{x}, \mathbf{y})=F(\mathbf{x})+\mathbf{y}^{T} C \mathbf{x}+\frac{\rho}{2} \mathbf{x}^{T} L \mathbf{x}, \tag{7}
\end{equation*}
$$

where $\rho$ is a position constant, and the dual variable $\mathbf{y} \in$ $R^{M}$ is the Lagrange multiplier. As $L=C^{T} C$, the augmentation term $\frac{\rho}{2} \mathbf{x}^{T} L \mathbf{x}$ is null when the variable $\mathbf{x}$ is a feasible solution of (6). Each element of $\mathbf{y}$ corresponds to an edge of the connected graph $\mathcal{G}$ and the order of the edges is the same as the order of the corresponding edges in matrix $C$.

In the framework of ADMM, the primal variables $\mathbf{x}$ and the Lagrange multiplier $y$ can be iterated as follows: starting from some initial vector $(\mathbf{x}(0), \mathbf{y}(0))$, at iteration $k>0$, the variables are updated as

$$
\begin{align*}
& \mathbf{x}(k+1)=\arg \min _{\mathbf{x}} \mathcal{L}_{\rho}(\mathbf{x}, \mathbf{y}(k)),  \tag{8}\\
& \mathbf{y}(k+1)=\mathbf{y}(k)+\rho C \mathbf{x}(k+1) . \tag{9}
\end{align*}
$$

For the distributed implementation of the ADMM iteration, the specific iterative calculation of (9) in every $y_{(i j)}$ (corresponding to the edge $e_{i j}$ ) can be expressed as follows

$$
\begin{equation*}
y_{(i j)}(k+1)=y_{(i j)}(k)+\rho\left(x_{i}(k)-x_{j}(k)\right) \tag{10}
\end{equation*}
$$

for $\forall e_{i j} \in \mathcal{E}$.
Lemma 2. Under Assumption $2, \forall i \in \mathcal{V}, f_{i}\left(x_{i}\right)$ can be rewritten as:

$$
\begin{align*}
f_{i}\left(x_{i}\right)= & f_{i}\left(x_{i}(k)\right)+\nabla f_{i}\left(x_{i}(k)\right)\left(x_{i}-x_{i}(k)\right) \\
& +\frac{\Lambda_{i}(k)}{2}\left(x_{i}-x_{i}(k)\right)^{2}, \tag{11}
\end{align*}
$$

where $0<\Lambda_{i}(k) \leq \sigma_{i}$. And there exit a $\theta \in(0,1)$ make $\Lambda_{i}(k)=\nabla^{2} f_{i}(\xi)$ with $\xi=x_{i}(k)+\theta\left(x_{i}-x_{i}(k)\right)$.

Proof. Under Assumption 2, $\forall i \in \mathcal{V}, f_{i}$ is at least twice continuously differentiable. Then using the median theorem in the Taylor expansion of $f_{i}$, we can get the equation (11). Then, from Definitions 1 and 2 and Lemma 1 , we can get $0<\Lambda_{i}(k) \leq \sigma_{i}$.

The Lemma 2 only ensures the existence and uniqueness of $\Lambda_{i}(k)$ for the function $f_{i}\left(x_{i}\right)$ at $x_{i}(k)$, and $\Lambda_{i}(k)$ is dependent on $\xi=x_{i}(k)+\theta\left(x_{i}-x_{i}(k)\right)$ with $\theta \in(0,1)$. In the actual calculation, we are not able to determine the specific value of $\theta$. So for the actual calculation of $\Lambda_{i}(k)$, what we can do is to approximate it with its estimation, and the specific treatment is as follows:

- When $f_{i}$ is a second-order function, equation 11 is natural and $\Lambda_{i}(k)$ is just the second derivative $\nabla^{2} f_{i}\left(x_{i}(k)\right)$ which is just constant value and free of dependence on $k$ and $x_{i}(k)$, then we can note $\Lambda_{i}(k)=\Lambda_{i}=\nabla f_{i}$.
- When $f_{i}$ is a high-order function, due to the role of higher order residuals, $\Lambda_{i}(k) \neq \nabla^{2} f_{i}\left(x_{i}(k)\right)$, but the difference between the two is small. In the implementation, as $\nabla^{2} f_{i} \in\left(0, \sigma_{i}\right]$, we can further relax the estimation and use $\Lambda_{i}(k)=\Lambda_{i}=\nabla^{2} f_{i}\left(x_{i}(0)\right)$ to approximate $\Lambda_{i}(k)$.

Thus, $\forall k$, each $\Lambda_{i}$ is a positive constant that does not depend on $k$. We denote $\Lambda=\operatorname{diag}\left\{\Lambda_{1}, \Lambda_{2}, \ldots, \Lambda_{N}\right\}$ and $\nabla F(\mathbf{x})=\left(\nabla f_{1}\left(x_{1}\right), \nabla f_{2}\left(x_{2}\right), \ldots, \nabla f_{N}\left(x_{N}\right)\right)^{T}$. Then the augmented Lagrangian $\mathcal{L}(\mathbf{x}, \mathbf{y}(k))$ can be calculated as follows:

$$
\begin{align*}
& \mathcal{L}_{\rho}(\mathbf{x}, \mathbf{y}) \\
& \simeq F(\mathbf{x}(k))+\nabla F(\mathbf{x}(k))^{T}(\mathbf{x}-\mathbf{x}(k))+\mathbf{y}(k)^{T} C \mathbf{x} \\
&+\frac{1}{2}(\mathbf{x}-\mathbf{x}(k))^{T} \Lambda(\mathbf{x}-\mathbf{x}(k))+\frac{\rho}{2} \mathbf{x}^{T} L \mathbf{x} \\
&= F(\mathbf{x}(k))+\mathbf{y}(k)^{T} C \mathbf{x}(k)+\frac{\rho}{2} \mathbf{x}(k)^{T} \Lambda \mathbf{x}(k)  \tag{12}\\
&+\left(\nabla F(\mathbf{x}(k))^{T}+\mathbf{y}^{T} C+\rho \mathbf{x}(k)^{T} L\right)(\mathbf{x}-\mathbf{x}(k)) \\
&+\frac{1}{2}(\mathbf{x}-\mathbf{x}(k))^{T}(\Lambda+\rho L)(\mathbf{x}-\mathbf{x}(k)) .
\end{align*}
$$

Taking $\frac{\partial \mathcal{L}(\mathbf{x}, \mathbf{y}(k))}{\partial \mathbf{x}}=0$, we get

$$
\begin{aligned}
& (\Lambda+\rho L)(\mathbf{x}-\mathbf{x}(k)) \\
& =-\left(\nabla F(\mathbf{x}(k))+C^{T} \mathbf{y}(k)+\rho L \mathbf{x}(k)\right)
\end{aligned}
$$

Denote $\triangle \mathbf{x}=\mathbf{x}-\mathbf{x}(k)$ and

$$
\begin{equation*}
\mathbf{b}(k)=-\left(\nabla F(\mathbf{x}(k))+C^{T} \mathbf{y}(k)+\rho L \mathbf{x}(k)\right) \tag{13}
\end{equation*}
$$

The sub-problem (8) becomes the following linear equation problem:

$$
\begin{equation*}
H \triangle \mathbf{x}=\mathbf{b}(k) \tag{14}
\end{equation*}
$$

where $H=\left\{h_{i j}\right\}=\Lambda+\rho L$.

The detailed calculation of $i$-th component $b_{i}(k)$ of $\mathbf{b}(k)$ can be expanded to:

$$
\begin{align*}
& b_{i}(k) \\
&=-\nabla f_{i}\left(x_{i}(k)\right)-\sum_{j \in \mathcal{N}_{i}} \rho\left(x_{i}(k)-x_{j}(k)\right) \\
&-\left\{\sum_{j=1}^{i} C_{((j i), i)} y_{(j i)}(k)+\sum_{j=i+1}^{N} C_{((i j), i)} y_{(i j)}(k)\right\}  \tag{15}\\
&=-\nabla f_{i}\left(x_{i}(k)\right)-\sum_{j \in \mathcal{N}_{i}} \rho\left(x_{i}(k)-x_{j}(k)\right) \\
&-\left\{-\sum_{j=1}^{i} C_{((j i), i)} y_{(i j)}(k)+\sum_{j=i+1}^{N} C_{((i j), i)} y_{(i j)}(k)\right\} .
\end{align*}
$$

The second equal equation is due to $y_{(i j)}(k)=-y_{(j i)}(k)$, which comes from the mathematical induction based on equation (10) and the same initial value $y_{(i j)}(0)=$ $-y_{(j i)}(0)=0$. The detailed calculation of $b_{i}(k)$ depends only on the information of node $i$ itself and its neighboring nodes, i.e.: $x_{i}(k)$ and $x_{j}(k), y_{(i j)}(k)$ for $j \in \mathcal{N}_{i}$ and $\forall i \in \mathcal{V}$.

A key property about matrix $H$ is as follows:
Lemma 3. The matrix $H$ above is strictly diagonally dominant, i.e., $h_{i i}>\sum_{j \neq i}\left|h_{i j}\right|$ for $\forall i \in \mathcal{V}$.

Proof. Denote $L=\left\{l_{i j}\right\}$. From $L=C^{T} C$ and the definition of $C$ in (3), it is easy to verify that $l_{i j}<0$ for all $i \neq j$ and that $l_{i i}=\sum_{j \neq i}\left|l_{i j}\right|$ for all $i$. Since $\Lambda$ is a positive diagonal matrix, it follows that $h_{i i}=\Lambda_{i}+l_{i i}>$ $\sum_{j \neq i}\left|l_{i j}\right|=\sum_{j \neq i}\left|h_{i j}\right|$ for $\forall i \in \mathcal{V}$.

The strict diagonal dominance of the matrix $H$ means that the matrix $H$ is reversible. The following key problem is how to solve $\triangle \mathbf{x}$ from (14) in a distributed way.

## 3.2 | Generalized gradient algorithm

In the undirected connected simple graph $\mathcal{G}$, with $L=D$ $A$, we modify the equation (14) as

$$
(\Lambda+\rho D) \triangle \mathbf{x}=\rho A \triangle \mathbf{x}+\mathbf{b}(k)
$$

equivalently,

$$
\begin{equation*}
\triangle \mathbf{x}=(\Lambda+\rho D)^{-1}(\rho A \triangle \mathbf{x}+\mathbf{b}(k)) . \tag{16}
\end{equation*}
$$

The generalized gradient algorithm involves solving the above in an iterative form:

$$
\begin{equation*}
\triangle \mathbf{x}^{(t+1)}=(\Lambda+\rho D)^{-1}\left(\rho A \triangle \mathbf{x}^{(t)}+\mathbf{b}(k)\right) \tag{17}
\end{equation*}
$$

with $t=1,2, \ldots$, and $\triangle \mathbf{x}^{(0)}=0$. The distributed implementation of (17) is given by

$$
\begin{equation*}
\triangle x_{i}^{(t+1)}=\left(\Lambda_{i}+\rho d_{i i}\right)^{-1}\left(\rho \sum_{j \in \mathcal{N}_{i}} \triangle x_{j}^{(t)}+b_{i}(k)\right) . \tag{18}
\end{equation*}
$$

We have the following key result for the generalized gradient algorithm.

Theorem 1. Under Assumption 1 and 2, the spectral radius of matrix $(\Lambda+\rho D)^{-1} \rho A$ is strictly less than 1. Subsequently, the iterations in (17) (or (18)) convergences to (16) exponentially.

Proof. From Lemma 3, $\Lambda+\rho L=\Lambda+\rho D-\rho A$ is strictly diagonally dominant. Since $\Lambda+\rho D$ is diagonal and positive, it follows that $(\Lambda+\rho D)^{-1}(\Lambda+\rho D-\rho A)=$ $I-(\Lambda+\rho D)^{-1} \rho A$ is also strictly diagonally dominant. Note that the diagonal elements of $A$ are zero. Denote $U=\left\{u_{i j}\right\}=(\Lambda+\rho D)^{-1} \rho A$. We have $\sum_{j \neq i}\left|u_{i j}\right|<1$ for all $i$. By the well-known Gershgorin circle theorem [29], the eigenvalues of $U$ are all inside the unit circle. Hence, the spectral radius of matrix $(\Lambda+\rho D)^{-1} \rho A$ is strictly less than 1.

The result above shows that as the iteration $t \rightarrow \infty, \triangle \mathbf{x}^{(t)}$ in (17) converges to $\triangle \mathbf{x}$ in (16). This means that we can run (17) for $m$ iterations to ensure a sufficiently accurate solution for $\Delta \mathbf{x}$ where $d$ is the graph diameter and $m$ is a constant much smaller than $d$. This leads to the generalized gradient-like iteration for solving the sub-problem (8):

$$
\begin{equation*}
\mathbf{x}(k+1)=\mathbf{x}(k)+\triangle \mathbf{x}^{(m)} . \tag{19}
\end{equation*}
$$

Together with (9), the generalized gradient based algorithm is summarized in Algorithm 1.

```
Algorithm 1 Distributed ADMM with Generalized Gradi-
ent
Initialization: Take any \(\mathbf{x}(0)\) and \(\rho>0\) and set \(\mathbf{y}(0)=0\).
Main loop:
    for \(k=1,2, \cdots\) do
        For each node \(i\), compute \(b_{i}(k)\) according to (15)
    and set \(\triangle x_{i}^{(0)}=0\).
        for \(t=1,2, \cdots, m\) do
            For each node \(i\), compute \(\triangle x_{i}^{(t+1)}\) using (18).
        end for
        For each node \(i\), update \(x_{i}(k)=x_{i}(k-1)+\triangle x_{i}^{(m)}\).
        For each edge \((i, j)\) with \(i<j\), update \(y_{(i, j)}(k)=\)
    \(y_{(i, j)}(k-1)+\rho\left(x_{i}(k)-x_{j}(k)\right)\).
    end for
```


## 3.3 | Generalized Belief Propagation Algorithm

In this subsection, we introduce an alternative method, the generalized belief propagation (BP) algorithm, to solve the sub-problem (14). This algorithm is borrowed from [19].
For the given pair of $(H, \mathbf{b})$ and network $\mathcal{G}$, we define $h_{(i \rightarrow j)}(t)$ and $b_{(i \rightarrow j)}(t)$ to be two variables (or messages) to be passed from node $i$ to node $j \in \mathcal{N}_{i}$ in the $t$-th inner iteration. Also defined are two internal variables $\tilde{h}_{i}(t)$ and $\tilde{b}_{i}(t)$ as well as the estimate $\triangle x_{i}^{(t)}$ for node $i$ in the $t$-th inner
iteration. These variables are initialized and iterated as follows: For every node $i \in \mathcal{V}$, node $j \in \mathcal{N}_{i}$, and iteration $t=1,2, \ldots$ :

$$
\begin{gather*}
\tilde{h}_{i}(t)=h_{i i}-\sum_{v \in \mathcal{N}_{i}} \frac{h_{v i} h_{i v}}{h_{v \rightarrow i}(t-1)},  \tag{20}\\
\tilde{b}_{i}(t)=b_{i}(k)-\sum_{v \in \mathcal{N}_{i}} \frac{h_{i i} b_{v \rightarrow i}(t-1)}{h_{v \rightarrow i}(t-1)},  \tag{21}\\
\triangle x_{i}^{(t)}=\frac{\tilde{b}_{i}(t)}{\tilde{h}_{i}(t)},  \tag{22}\\
h_{i \rightarrow j}(t)=\tilde{h}_{i}(t)+\frac{h_{j i} h_{i j}}{h_{j \rightarrow i}(t-1)}, \\
b_{i \rightarrow j}(t)=\tilde{b}_{i}(t)+\frac{h_{i j} b_{j \rightarrow i}(t-1)}{h_{j \rightarrow i}(t-1)}, \tag{24}
\end{gather*}
$$

with $h_{i \rightarrow j}(0)=h_{i i}, b_{i \rightarrow j}(0)=b_{i}(k)$.
We have the following key results for the generalized BP algorithm. The first one (Theorem 2) is a finite-time convergence result for acyclic graphs, and the second one is an asymptotic convergence result for general graphs. Their proofs are given in the next two subsections.
Theorem 2. Under Assumption 1 and 2, with the additional condition that $\mathcal{C}$ is an acyclic graph with diameter d, it holds that

$$
\begin{equation*}
\lim _{t \rightarrow d} \triangle x^{(t)}=H^{-1} \mathbf{b}(k)=\triangle x^{*}(k), \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\triangle x^{(t)}=H^{-1} \mathbf{b}(k)=\triangle x^{*}(k) \tag{26}
\end{equation*}
$$

for all $t \geq d$.
Theorem 3. Under Assumption 1 and 2, it holds that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \triangle \mathbf{x}^{(t)}=H^{-1} \mathbf{b}(k)=\triangle \mathbf{x}^{*}(k), \tag{27}
\end{equation*}
$$

where $\triangle \mathbf{x}^{(t)}=\operatorname{col} \quad\left\{x_{1}^{(t)}, x_{2}^{(t)}, \ldots, x_{N}^{(t)}\right\}$.
Similar to the generalized gradient algorithm, for a general connected graph, we can force the number of inner iterations $m$ to be much smaller than the graph diameter $d$. This point will be illustrated in the next section.

```
Algorithm 2 Distributed ADMM with Generalized BP
Initialization: Take any \(\mathbf{x}(0)\) and \(\rho>0\) and set \(\mathbf{y}(0)=0\).
Main loop:
    for \(k=1,2, \cdots\) do
        For each node \(i\) : Compute \(b_{i}(k)\) according to (15);
    Set \(h_{i \rightarrow j}(0)=h_{i i}, b_{i \rightarrow j}(0)=b_{i}(k)\) and transmit them to
    each node \(j \in \mathcal{N}_{i}\).
        for \(t=1,2, \cdots, m\) do
            For each node \(i\) : Compute \(\tilde{h}_{i}(t), \tilde{b}_{i}(t)\) and \(\triangle x_{i}^{(t)}\)
    according to (20)- (22);
            Then for each \(j \in \mathcal{N}_{i}\), compute \(h_{i \rightarrow j}(t)\) and
    \(b_{i \rightarrow j}(t)\) according to (23)- (24) and transmit them to
    node \(j\).
        end for
        For each node \(i\), update \(x_{i}(k)=x_{i}(k-1)+\triangle x_{i}^{(m)}\).
        For each edge \((i, j)\) with \(i<j\), update \(y_{(i, j)}(k)=\)
    \(y_{(i, j)}(k-1)+\rho\left(x_{i}(k)-x_{j}(k)\right)\).
    end for
```


## 3.4 | Proof of Theorem 2

We first present a simple property for $h_{i \rightarrow j}(t)$ and $\tilde{h}_{i}(t)$ in Algorithm 2.

Lemma 4. Suppose H is strictly diagonally dominant with positive digonals. Then, $h_{i \rightarrow j}(t)>\left|h_{i j}\right|$ and $\tilde{h}_{i}(t)>0$ for all $i \in \mathcal{V}, j \in \mathcal{N}_{i}$ and $t=0,1, \ldots$ (Here we add the convention that $\tilde{h}_{i}(0)=h_{i j}$.

Proof. We prove by induction. Since $h_{i \rightarrow j}(0)=\tilde{h}_{i}(0)=$ $h_{i i}$, it is obvious that the result holds for $t=0$. Suppose the result holds for some $t \geq 1$, i.e., $h_{i \rightarrow j}(t-1)>\left|h_{i j}\right|$ and $\tilde{h}_{i}(t-1)>0$ for all $i \in \mathcal{V}, j \in \mathcal{N}_{i}$. We need to show that it also holds for $t$. Indeed,

$$
\begin{aligned}
h_{i \rightarrow j}(t) & =h_{i i}-\sum_{v \in \mathcal{N}_{i} \backslash j} \frac{h_{v i} h_{i v}}{h_{v \rightarrow i}(t-1)} \\
& \geq h_{i i}-\sum_{v \in \mathcal{N}_{i} \backslash j}\left|h_{i v}\right| \\
& =h_{i i}-\sum_{v \in \mathcal{N}_{i}}\left|h_{i v}\right|+\left|h_{i j}\right|>\left|h_{i j}\right| .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\tilde{h}_{i}(t) & =h_{i i}-\sum_{v \in \mathcal{N}_{i}} \frac{h_{v i} h_{i v}}{h_{v \rightarrow i}(t-1)} \\
& \geq h_{i i}-\sum_{v \in \mathcal{N}_{i}}\left|h_{i v}\right|>0 .
\end{aligned}
$$

By induction, the claim holds for all $t=0,1, \ldots$.
Now we are ready to prove Theorem 2.
Proof. We assume for now that $\mathcal{G}$ is connected and proceed to prove the theorem. Take any node and consider the tree representation of $\mathcal{G}$ with this node as the root.

Because the ordering of the nodes does not affect the solution of (14), we assume, without loss of generality, that the root node is labeled as node 1 . Thus, it suffices to show that $\triangle x_{1}^{(t)}=x_{1}^{\star}(k)$ for all $t \geq d$.
To help visualize the idea of the proof, we first discuss the simple graph in Figure 1 with $d=2$. For this graph, we have

$$
[H \mid \mathbf{b}]=\left[\begin{array}{ccccc|c}
h_{11} & h_{12} & h_{13} & 0 & 0 & b_{1}  \tag{28}\\
\hline h_{21} & h_{22} & 0 & h_{24} & h_{25} & b_{2} \\
\hline h_{31} & 0 & h_{33} & 0 & 0 & b_{3} \\
\hline 0 & h_{42} & 0 & h_{44} & 0 & b_{4} \\
\hline 0 & h_{52} & 0 & 0 & h_{55} & b_{5}
\end{array}\right]
$$

Solving $\triangle x_{1}$ in $H \triangle \mathbf{x}=\mathbf{b}$ can be done by applying Gauss elimination step by step on $[H \mid \mathbf{b}]$ above.
Step $0.0(t=0)$ : From the Initialization step in Algorithm 2, we can rewrite (28) as below in (29) to emphasize the transmissions from leaf nodes upwards (i.e., from node 3 to node 1 and from nodes 4 and 5 to node 2):
$\left[\begin{array}{ccccc|c}h_{11} & h_{12} & h_{13} & 0 & 0 & b_{1} \\ \hline h_{21} & h_{22} & 0 & h_{24} & h_{25} & b_{2} \\ \hline h_{31} & 0 & h_{3 \rightarrow 1}(0) & 0 & 0 & b_{3 \rightarrow 1}(0) \\ \hline 0 & h_{42} & 0 & h_{4 \rightarrow 2}(0) & 0 & b_{4 \rightarrow 2}(0) \\ \hline 0 & h_{52} & 0 & 0 & h_{5 \rightarrow 2}(0) & b_{5 \rightarrow 2}(0)\end{array}\right]$
Step $0.1(t=1)$ : Adding a scaled version of row 3 to row 1 with scaling value of $-h_{13} / h_{33}$ will eliminate the (1,3)-entry of (28). Similarly, adding a scaled version of row 4 to row 2 with scaling value of $h_{24} / h_{44}$ will eliminate the (2,4)-entry of (28), and adding a scaled version of row 5 to row 2 with scaling value of $h_{25} / h_{55}$ will eliminate the $(2,5)$-entry of (28). The result becomes the following:

We see that the Gauss eliminations above effectively do the following: Add $-h_{13} h_{31} / h_{3 \rightarrow 1}(0)$ and $-h_{13} b_{3 \rightarrow 1}(0) / h_{3 \rightarrow 1}(0)$ to the ( 1,1 )-entry and (1,6)-entry, respectively; And add - $\left(h_{24} h_{42} / h_{4 \rightarrow 2}(0)+\right.$ $\left.h_{25} h_{52} / h_{5 \rightarrow 2}(0)\right) \quad$ and $\quad-\left(h_{24} b_{4 \rightarrow 2}(0) / h_{4 \rightarrow 2}(0) \quad+\right.$ $\left.h_{25} b_{5 \rightarrow 2}(0) / h_{5 \rightarrow 2}(0)\right)$ to the (2,2)-entry and (2,6)-entry, respectively. Note in (30) that nodes 1 and 2 are now uncoupled from nodes 3,4 and 5 . Also, because node 3 is a leaf node, we see from (23)- (24) that
$\left(h_{3 \rightarrow 1}(k), b_{3 \rightarrow 1}(k)\right)=\left(h_{3 \rightarrow 1}(0), b_{3 \rightarrow 1}(0)\right)$ for all $k \geq 1$. Using (23)- (24), we can rewrite (30) as

$$
\left[\begin{array}{ccccc|c}
\begin{array}{c}
h_{11} \\
h_{13} h_{31}
\end{array} & h_{12} & 0 & 0 & 0 & \begin{array}{c}
b_{1} \\
a_{3 \rightarrow 1}(1)
\end{array}  \tag{31}\\
h_{21} & & & & -\frac{h_{13} b_{3 \rightarrow 1}(1)}{h_{3 \rightarrow 1}(1)}
\end{array}\right]
$$

By Lemma 4, $h_{2 \rightarrow 1}(1)>\left|h_{21}\right|$.
Step $0.2(t=2)$ : Adding a scaled version of row 2 to row 1 with scaling value of $-h_{12} / h_{2 \rightarrow 1}(1)$ will eliminate the (1,2)-entry of (31), giving the following equation for $\triangle x_{1}$ :

$$
\begin{aligned}
& \left(h_{1}-\frac{h_{12} h_{21}}{h_{2 \rightarrow 1}(1)}-\frac{h_{13} h_{31}}{h_{3 \rightarrow 1}(1)}\right) \triangle x_{1} \\
= & b_{1}-\frac{h_{12} b_{2 \rightarrow 1}(1)}{h_{2 \rightarrow 1}(1)}-\frac{h_{13} b_{3 \rightarrow 1}(1)}{h_{3 \rightarrow 1}(1)} .
\end{aligned}
$$

This is the same as transmitting $-h_{12} h_{21} / h_{2 \rightarrow 1}(1)$ and $-h_{12} b_{2 \rightarrow 1}(1) / h_{2 \rightarrow 1}(1)$ to node 1 , and from (23)- (24), we get

$$
\tilde{h}_{1}(2) \triangle x_{1}=\tilde{b}_{1}(2)
$$

By Lemma $4, \tilde{h}_{1}(2)>0$. This confirms that $\triangle x_{1}^{(2)}$ in (22) coincides with $\triangle x_{1}^{\star}(k)$. Similar to Step 0.2 , we see that $\left(h_{2 \rightarrow 1}(t), b_{2 \rightarrow 1}(t)\right)=\left(h_{2 \rightarrow 1}(1), b_{2 \rightarrow 1}(1)\right)$ for all $t \geq 2$. Therefore, $\triangle x_{1}^{(t)}=\triangle x_{1}^{(2)}$ for all $t>2$.

We now consider a general connected acyclic graph $\mathcal{G}$ with diameter $d$. Denote by $\tau$ the depth of the tree graph, i.e., the longest path from a leaf node to the root node (node 1 ). it is clear that $\tau \leq d$. Without loss of generality, assume that the nodes are listed in the following order: All the leaf nodes are at the bottom of the list; Once all the leaf nodes are removed, the leaf nodes of the remaining graph are at the bottom of the remaining list; and so on. As before, we study the steps of Gauss elimination for computing $\triangle x_{1}^{\star}$.

Step $0(t=0)$ : Let node $i$ be any leaf node and node $j$ be its (unique) neighboring node. Then, by the Initialization step in Algorithm 2, we have $h_{i \rightarrow j}(0)=h_{i i}$ and $b_{i \rightarrow j}(0)=b_{i}$.

Step $1(t=1)$ : Again, let node $i$ be any leaf node and node $j$ be its (unique) neighboring node. Adding a scaled version of row $i$ to row $j$ with the scaling parameter of $-h_{j i} / h_{i \rightarrow j}(0)$ will eliminate the $(j, i)$-entry of the matrix $[H \mid \mathbf{b}]$. As verified in the example in Figure 1 , this operation is equivalent to transmitting $-h_{j i} h_{i j} / h_{i \rightarrow j}(0)$ and $-h_{j i} b_{i \rightarrow j}(0) / h_{i \rightarrow j}(0)$ to the $(j, j)$-entry and $(j,(n+1))$-entry, respectively. After the Gauss elimination, all the leaf nodes are decoupled from the non-leaf nodes in $\mathcal{G}$. Similar to Step 0.1 above, we have
$a_{i \rightarrow j}(t)=a_{i \rightarrow j}(0)$ and $b_{i \rightarrow j}(t)=b_{i \rightarrow j}(0)$ for all $t>0$, due to the fact that $i$ is a leaf node.
Step $2(t=2)$ : Consider the reduced graph with all the leafs removed and the remaining matrix of the modified $[H \mid \mathbf{b}]$. Denote by $n_{1}$ the remaining number of nodes. Let node $i$ be any new leaf (which is the neighbor of an old leaf) and let $j$ be the (unique) neighbor of $i$. From Step 1 and (20)- (21), we see that the ( $i, i$ )-entry is actually equal to $h_{i \rightarrow j}(k-1)$. Similarly, the $\left(i,\left(n_{1}+1\right)\right)$-entry equals to $b_{i \rightarrow j}(k-1)$. Also similar to the example above, we note from Lemma 4 that $h_{i \rightarrow j}(k-1)>\left|h_{i j}\right|$ and $\tilde{h}_{i}(k-1)>0$. We can apply the Gauss elimination in Step 1 again. ......
Step $t(t \geq \tau)$ : The above process can be repeated until only the root node remains. Similar to the graph in Figure 1, it is tedious but straightforward to verify that the resulting $\triangle x_{1}^{\star}$ is indeed given by $\triangle x_{1}^{(\tau)}$ in (22). Also note from Lemma 4 that $\tilde{h}_{1}(\tau)>0$. It is similar to Steps 0.1-0.2 that $\triangle x_{1}^{(t)}=\triangle x_{1}^{(\tau)}$ and $\tilde{h}_{1}(t)=\tilde{h}_{1}(\tau)$ for all $t>\tau$. Since $\tau \leq d$, the above means that $\triangle x_{1}^{(t)}=$ $\triangle x_{1}^{(d)}$ and $\tilde{h}_{1}(t)=\tilde{h}_{1}(d)$ for all $t>d$.

Since the root node is arbitrarily chosen, we conclude that $\triangle \mathbf{x}^{(t)}=\triangle \mathbf{x}^{(d)}=\triangle x^{\star}$ for all $t>d$.

Finally, we consider the general case of an acyclic $\mathcal{G}$ which is not necessarily connected. If $\mathcal{G}$ is disconnected, then $\mathcal{G}$ can be decomposed of a finite number of disjoint subgraphs $\mathcal{C}^{i}$, each being connected with its diameter $d^{i} \leq d$. By definition, $d$ is also the diameter of one of the subgraphs. Accordingly, matrix $H$ can be transformed through row and column permutations such that the resulting matrix $H$ is decomposed of block diagonal matrices $H^{i}$, i.e., (8) can be rewritten as a finite set of $H^{i} \triangle \mathbf{x}^{i}=\mathbf{b}^{i}$. We see that running Algorithm 2 is effectively running the algorithm on each $\mathcal{C}^{i}$. Applying the proved results above on a connected graph, we conclude again that $\triangle \mathbf{x}^{(t)}=\triangle \mathbf{x}^{(d)}=$ $\triangle x^{\star}$ for all $t>d$.

## 3.5 | Proof of theorem 3

Algorithm 2 is borrowed from the Gaussian BP algorithm in [21] (For details, see [21]). The following convergence property is given in [21].

Lemma 5. Suppose H consists of pairwise cliques (also called pairwise normalizable form [30]), i,e.,

$$
\begin{equation*}
H=\sum_{e=(i, j) \in \mathcal{E}}\left[H_{(e)}\right], \tag{32}
\end{equation*}
$$

where $\mathcal{E}$ is the edge set corresponding to the matrix $H$, $H_{(e)}$ is a symmetric and positive-definite $2 \times 2$ matrix, $\left[H_{(e)}\right]$ is a zero-padded matrix of the size $H$ such that the $(i, i),(i, j)(j, i)$ and $(j, j)$-th elements correspond to those of


FIGURE 1 Illustration for the proof of Theorem 2 [Color figure can be viewed at wileyonlinelibrary.com]
$H_{(e)}$. Then, the asymptotic convergence property (27) for Algorithm 2 holds.

It turns out that the pairwise clique form is guaranteed under the strictly diagonal dominance condition, as shown below.

Lemma 6. If a matrix $H$ has positive diagonal elements and is strictly diagonally dominant, then it can be written in the form of (32).

Proof. Using the strictly diagonal dominance property, we can express, for each row $i$ of $H$,

$$
h_{i i}=\sum_{j \in \mathcal{N}_{i}}\left(\left|h_{i j}\right|+\delta_{i j}\right)
$$

for some (sufficiently small) $\delta_{i j}>0$ for all $j$ above. With this, it is straightforward to see that $H$ can be rewritten as (32) with

$$
H_{(e)}=\left[\begin{array}{cc}
\left|h_{i j}\right|+\delta_{i j} & h_{i j} \\
h_{j i} & \left|h_{j i}\right|+\delta_{j i}
\end{array}\right]
$$

for each $e=(i, j) \in \mathcal{E}$. It is clear that $H_{(e)}$ has positive diagonals and determinant.

Powered by the above results, we can proceed to prove Theorem 3.

Proof. The result is a direct combination of Lemmas 5-6.

## 3.6 | Algorithm analysis and summary

Our Algorithms 1 and 2 are respectively embedded with generalized gradient algorithm and generalized Belief Propagation algorithm under the ADMM framework [13]. Our cost functions are closed, proper, and convex, and the unaugmented Lagrangian $L_{\rho}$ has a saddle point (which is guaranteed by the existence and uniqueness of the solution of the original problem), then these two proposed algorithms can converge by proper parameter $(\rho)$ adjustment.

Different from the existing gradient descent method and more complex dual method, our method builds linear equations based on optimality conditions, and realizes the iteration of our algorithm by using the distributed fast solving algorithm for linear equations. Although our BP-based algorithm requires two additional auxiliary variables compared with the generalized gradient method using jacobian iteration, it requires fewer internal iterations at the same time. Subsequent simulations show that our algorithm requires only a small number of internal iterations to ensure linear convergence.This shows that compared with the standard single-layer gradient descent method, our two algorithms do not add much complexity in practical application.

## 4 | SIMULATION AND PERFORMANCE ANALYSIS

In this section, we study the performances of Algorithms 1-2.

## 4.1 | Quadratic objective functions case

The objective function is given by $f(x)=\frac{1}{2} \sum_{i=1}^{N} q_{i} x^{2}+p_{i} x$ with $\nabla^{2} f(x)=q_{i}>0$. The linear terms $p_{i} x$ are added so that the different local functions have different minima. The values of $q_{i}$ and $p_{i}$ are randomly from $[1,50]$ and $[-1,1]$, respectively. The graph we consider a random connect network with a group of 200 agents and 400 edges. In order to analyze the convergence rate of each algorithm, we consider the MSE (mean-square error) which is defined as

$$
\begin{equation*}
\operatorname{MSE} \quad(k)=\frac{1}{N} \sum_{i=1}^{N} \frac{\left\|x_{i}(k)-x^{*}\right\|}{\left\|x_{i}(0)-x^{*}\right\|} . \tag{33}
\end{equation*}
$$

Figures 2-4 show the simulation results for $m=1,2,6$ with $\rho=10$, respectively, and where $m$ represents the number of inner iterations. In each figure, MSE-G and MSE-BP correspond to the generalized gradient algorithm and the generalized BP algorithm, respectively. And the speed $1 / k^{2}$ is achieved by an accelerated distributed Nesterov gradient method with multi-steps consensus inner iterations in [6] for convex and smooth cost functions. A number of observations are in order.


FIGURE 2 MSEs with $m=1$ [Color figure can be viewed at wileyonlinelibrary.com]


FIGURE 3 MSEs with $m=2$ [Color figure can be viewed at wileyonlinelibrary.com]

- Firstly, $m=1$, the generalized gradient algorithm is divergent and the generalized BP algorithm is convergent under the same parameters.
- Secondly, as $m \geq 2$ (the inner iteration number) increases, both algorithms converge faster than $1 / k^{2}$. But when $m$ becomes large, the incremental benefit diminishes. For example, the difference between $m=2$ and $m=6$ for the generalized BP algorithm is marginal if MSE of $10^{-4}$ is required.
- Thirdly, the generalized BP algorithm significantly outperforms that of generalized gradient algorithm,
especially when $m$ is small. We see that the performance of the generalized BP algorithm for $m=2$ is on par with that of the generalized gradient algorithm for $m=6$.
- Finally, with a small number of inner iterations ( $m \geq$ 2 ), both algorithms can be regarded to have linear convergence.

From the above analysis, under fewer inner iterations, we see that the generalized BP algorithm clearly outperforms the generalized gradient algorithm. In particular, our BP-based algorithm can achieve linear convergence in

FIGURE 4 MSEs with $m=6$ [Color figure can be viewed at wileyonlinelibrary.com]



FIGURE 5 MSEs with $m=2$ [Color figure can be viewed at wileyonlinelibrary.com]
function $f_{i}: R \rightarrow R$, given by

$$
f_{i}(x)=\hat{\mathrm{a}}_{i} x+\hat{b}_{i}\left(x-\hat{c}_{i}\right)^{2}+\hat{d}_{i}\left(x-\hat{\mathrm{e}}_{i}\right)^{4}
$$

where $\hat{\mathrm{a}}_{i}, \hat{b}_{i}, \hat{c}_{i}, \hat{d}_{i}, \hat{\mathrm{e}}_{i}$ are parameters of $f_{i}$,whose values are randomly chosen from the intervals $(-1,1),(0,1)(-1,1),(0,2),(-1,1)$. As $\hat{b}_{i}$ and $\hat{d}_{i}$ are positive, we can easily confirm that the function $f_{i}$ satisfies Assumption 2. In the main equation (14), the $\Lambda_{i}$ in $H=\Lambda+\rho(D-A)$ is selected as an approximate estimate: $2 \hat{b}_{i}+12 \hat{d}_{i} * \hat{\mathrm{e}}_{i}^{2}$ where $\nabla^{2} f_{i}\left(x_{i}\right)=2 \hat{b}_{i} x_{i}+12 \hat{d}_{i}\left(x_{i}-\hat{\mathrm{e}}_{i}\right)^{2}$. The iteration initial value is randomly selected in the range $(-2,2)$. Figure 5 shows the simulation results for MSE-G
and MSE-BP with inner iteration $m=2$ and $\rho=10$. Two observations are following:

- Although the simulation effect of both algorithms are slightly worse than the corresponding quadratic case under the same parameters, the convergence speed of both algorithms will eventually exceed the curve of $1 / k^{2}$.
- In the comparison of the two algorithms, the generalized BP algorithm has a better convergence performance than the generalized gradient algorithm. And both algorithms give linear convergence.

In summary, in the case of very small internal iterations $m=2$ (without adding too much information exchange, calculation and storage relative to the single-layer gradient method), our two methods can be regarded to have linear convergence on dealing with large-scale nonlinear optimization problems. Our methods require less information exchange, calculation and storage relative to the existing (accelerated) gradient descent method (with convergence rate $1 / k^{2}$ ) with the same moderate precision requirements(e.g., $10^{-3}$ ).

## 5 | CONCLUSION

We have presented two ADMM-based distributed algorithms for convex optimization over large networks, one using the commonly used gradient approach, and one using the Gaussian belief propagation method. Theoretical properties and comparative studies are done for both algorithms. Emphasis is on the generalized BP algorithm which, although having more complex presentation, has better performance in comparison with the gradient approach.
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