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1. Introduction

Network consensus is a fundamental distributed control and
optimization problem. After a couple of decades of active research
on network consensus, it is well recognized by now that consensus
control finds wide applications in areas including multi-agent
coordination (such as coordinated decision making (Bauso, Giarre,
& Pesenti, 2003), vehicle formations (Fax & Murray, 2004),
rendezvous problem (Lin, Morse, & Anderson, 2003), distributed
computation (Lynch, 1997), and flocking (Olfati-Saber, 2006),
etal.), smart electricity networks (Ma, Chen, Huang, & Meng, 2013)
and biological group behavioral analysis (Strogatz, 2001). The key
of consensus control is to design an appropriate consensus protocol
based on local information exchange such that all the agents (or
nodes) in a network agree upon certain quantities of common
interest.

The pioneering work of Olfati-Saber and Murray (2004) solved
an average consensus problem for first-order integrator networks
by using the algebraic graph theory and frequency domain
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analysis. Since then, there has been a large number of results
on consensus, e.g., Avrachenkov, Chamie, and Neglia (2011),
Fax and Murray (2004), Moreau (2005), Olfati-Saber, Fax, and
Murray (2007) and Ren and Beard (2005). All of the above results
on the first-order consensus problems focus on the first-order
integrator systems or networks without time delay. However,
the conditions that can guarantee consensus for the first-order
MASs, for example, the network communication topology has
a directed spanning tree, may not ensure the second-order
MASs to reach consensus. In addition, in most applications, it is
inevitable that time delay exists in the information transmission
between agents due to communication congestion and finite
transmission bandwidth. The existence of the communication
delay will inevitably deteriorate the control performance and
stability of a networked control system. Therefore it is important
to consider consensus conditions of higher order MASs with
communication delay.

Although there have been several papers studying the consen-
sus problem with time delay, such as Hou, Fu, and Zhang (2016),
Wang, Saberi, Stoorvogel, Grip, and Yang (2013), Wang, Xu, and
Zhang (2014) and Xu, Zhang, and Xie (2013), they only focus on
first-order consensus or they cannot give the explicit formula for
the time delay margin for achieving consensus. Middleton and
Miller (2007) considered time delay margin for unstable plants us-
ing frequency domain analysis. Second-order consensus problems
can model more realistic dynamics of MASs. As far as the authors
know, there are few papers considering the consensus problem for
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general second-order dynamic systems with time delay. Ren and
Atkins (2007) and Yu, Chen, and Cao (2010) considered the second-
order consensus problem but only focused on double integrator
systems.

In this paper, we consider the consensus condition for a class of
MASs which contain a general second-order linear dynamic model
for each agent and involve communication delay between agents.
We first obtain a necessary and sufficient condition for consensus
for the delay-free case. Then, based on the obtained conditions for
the delay-free case, we deduce an explicit formula for the delay
margin of the consensus for the case with time delay by analyzing
the relationship between the roots of characteristic equation and
the time delay parameter. This leads to the realization that there
exists a fundamental tradeoff between consensus performance and
robustness to time-delay. We will also provide a more detailed
analysis on the consensus condition for the important special case
where each agent is a double integrator, and provide a simple and
explicit expression for the time delay margin for this case.

2. Problem formulation
2.1. Algebraic graph theory basics

Some basic knowledge on algebraic graph theory is needed for
this paper. A multi-agent system (or network) is assumed to have
N agents. The communication topology between agents is denoted
by a graph ¢ = {V, &, A}, where V = {1,2, ..., N} is the set of
agents, & C {(i,)) : i,j € V} is the edge set, and 4 = [a;] € RVV
is the so-called weighted adjacency matrix (or adjacency matrix, for
short). Each edge (i, j) denotes that agent j obtains information
from agent i. The neighboring set ; of agent i is the set of the
agents that can obtain information from agent i. The nonnegative
elements and a; > 0 if and only if i € ;. The adjacency matrix
A = {a;} is such that each element a; > 0if (i,j) € &, or
aj = 0. The in-degree of agent i is denoted by d; = » . aj =

Z,N:l a; and the in-degree matrix & = diag{di, d, ..., dy}. The
Laplacian matrix £ of § is defined by £ = D — A. Note that
a; = a;, Vi,j € Vifand only if § is an undirected graph. A
spanning tree of a digraph is a directed tree formed by graph edges
that connects all the nodes of the graph. It is well known that
for an undirected graph, £ is a symmetric, positive semi-definite
matrix and all of its eigenvalues are non-negative. Note the special
property that L1y = Oy. By denoting all the eigenvalues of £ as
Mi,i = 1,2,..., N, some properties of the Laplacian matrix are
recalled below (Lewis, Zhang, Hengstermovric, & Das, 2014).

Lemma 1. The Laplacian matrix /£ has a simple eigenvalue 0 and all
the other eigenvalues have positive parts if and only if the directed
network has a directed spanning tree. Specially, for an undirected
connected graph, all the eigenvalues of L are real numbers and can
bearrangedas0 = A1 < Ay < --- < Ap.

We use the following notations and conventions in this paper:
R denotes the real number field; 1,, denotes the m-dimensional
column vector with all components 1; I,, denotes the m-
dimensional identity matrix; 0 denotes the zero matrix of
appropriate dimension; Re(f) and Im(f) are the real and
imaginary parts of a complex number 6, respectively.

2.2. Consensus protocol

In this paper we consider the following general second-order
linear dynamic model for each agenti € V:

xi(t) = vi(D), (1)
vi(t) = ax;(t) + bui(t) + ui(t),

where x;(t) € R is the position state, v;(t) € R is the velocity
state of the ith agent. The initial condition of the agent i refers to

*i(0), vi(0)).

Remark 2. Apparently, (1) can be seen as X; — bx; — ax; = u;, which
is a general second-order differential equation. Alternatively, it can
0 1
B =
iE

be seen as X; = AX; + By; with % = [x;, v;]T,A = [a

[?],which is the general case of controllable canonical form of
second-order dynamics.

Definition 1 (Second-order Consensus). A multi-agent system §
with agent model (1) is said to achieve second-order consensus if,
for any initial conditions and i # j,i,j=1,2,...,N,

lim ||x;(t) — x;(t)]| = 0, lim lv;(t) — v; ()] = 0.
t—00 t—>00

3. Consensus analysis for the delay-free case

Firstly, we deploy a control protocol without considering the
time delay, which is given by

N N
() =k Y a [0 —x(O] + ke Y a [yy(0) —wi®)], (2
j= =1
where k;y € R and k, € R are gain coefficients. We de-
fine the (composite) state vector z(t) = [x(t), v"(t)]" with
the (composite) position vector and velocity vector x(t) =
[X1(6), %2 (0), ..., xn (D1, v(t) = [i(®), va(t), ..., N (D], Te-
spectively. The dynamics for the MAS are given by

2(t) = @z(t), (3)
where @ = [, %y Mg | Define &0 = x(0) = xi(©),
0i(t) = vi(t) — vy(t),i = 2,3, ..., N, and the state error vector
as 2(t) = [X7(t), 07(O)]" with X(t) = [Xx(t), X3(0), ..., &n (D],
D(t) = [D2(t), D3(t), ..., Dn(t)]T. We obtain the following error
dynamics:
2(t) = d2(0), (4)
- ()} IN_ N
where @ = [UIN—I il b,N_']V _1k2£],W1th £ = Ly+1y_1a’,and
d, —dy3 —dasN a2
—as; ds —asn a3
Ly = . , o=
—an2  —0an3 - dy ain

Apparently, system (1) or (3) achieves consensus if and only if the
error system (4) is asymptotically stable.

T
Let 8 = [ay1, @31, ..., ay1]", then £ = [E}s _sz ].Taking the
T
transformation matrix S = [ ! OPH], then we have
In-1 IN—a
_ 0 —aT

STles = ~ . 5
A 5)

From (5) we can see that the eigenvalues of £ are Ao, A3y ..., AN
In order to analyze the asymptotical stability of system (4), we
consider its characteristic equation, i.e.,

N
det(shn-1) — ?) = Hfi(s) =0,

i=2
where
fi(s) =% — bs — a+ (kys + kq)A;. (6)
We obtain the following result.
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Lemma 3. The control protocol (2) makes the MAS § with (1) achieve
consensus if and only if all fi(s),i = 2, 3, ..., N, are Hurwitz stable
(i.e., their roots all have a negative real part).

Next we cite a frequency domain test for the stability of a
polynomial (Xu et al., 2013).

Lemma 4. Given a polynomial f (s), let m(w) and n(w) be the real
and imaginary parts of f(iw) (> = —1), respectively. Then f(s) is
Hurwitz stable if and only if m(0)n’(0) — m’(0)n(0) > 0, and the
polynomial pair (m(w), n(w)) is interlaced (i.e., m(w) and n(w) cross
zero alternately as w traverses from —oo to +00).

Based on Lemmas 1, 3 and 4, we obtain the following consensus
conditions for the delay-free case.

Theorem 5. The control protocol (2) makes the MAS ¢ with (1)
achieve consensus if and only if the following inequalities for k, and
k, hold simultaneously fori=2,3,...,N:

kIm?(A;) — 4[a — kiRe(A)] > 0, (7)
K2Im? (A4 k1kyIm? (A
1 ( 1) 182 ( 1) < I<1Re(ki) —a, (8)
[b — sze(k,»)]z b— sze(Ai)
ab — (aky + bky)Re(A;) + kikz|Ai|> > 0, (9)
b — kyRe();) # 0, (10)
where A;,i = 2,3,...,N, are the nonzero eigenvalues of the

Laplacian matrix £ and |);| is the module of A;.

Proof. We apply Lemma 4 to Lemma 3 to deduce the stability
conditions for f;(s). Note that f; (1w) = —w? —tbw—a-+tkywRe(A;)+
kiRe(X;) — kywIm(X;) + tkiIm(};), thus mj(w) = —w? —a —
kowlm(A;) 4+ kiRe(A;), ni(w) = —bw + kywRe(A;) + kiIm(A;).
Denoting A; = kalm*(1;) — 4[a — kiRe(%;)], then the roots of
m;(w) = 0 are given by

—kz]m()\.l) — VA —kzlm()\‘i) + VA
in=—, Up = — 7,
2 2
and n;(w) = 0 has only one root, given by
kiIm(A;)
V= ————.
"7 b—kRe(n)

Note that there must be b — k;Re(X;) # 0. And m;(0)n;(0) —

m;(0)n;(0) = ab — (aky + bki)Re(r;) + k1kz|Xi]?. According to

Lemma 4, in order to guarantee the stability of f;(s), there must be
Ai > 0,
m(0)n'(0) — m'(0)n(0) > 0, (11)
b — k,Re(%;) # 0.

The condition (11) can be reduced to (7)-(10).

Uiy < v < Ujp,

Remark 6. For an undirected connected graph, conditions
(7)-(10) can be easily reduced to k; > a){1 and k, > b){],i =
2,3,...,N.

Ifweleta = b = 0, then system (1) becomes the following double
integrator model:

xi(t) = vi(D), vi(t) = u;(b),

We note that this model has been studied in the literature, as a non-
trivial generalization of network consensus for first-order systems;
see, e.g.,Ren and Atkins (2007)and Yu et al. (2010). It turns out that,
by applying the protocol (2) and Theorem 5, we have the following
result for this special case.

i=1,2,...,N. (12)

Corollary 7. The control protocol (2) makes the MAS § with (12)
achieve consensus if and only if G has a directed spanning tree and
the following inequalities for ki and k, hold:

Im?(;)

2
ki > 0, ky, > 0, 2> max ——2,
k] i=2,3,....N Re(}\i)|)\1-|2

(13)

Proof. From Theorem 5 and a = b = 0, we know that the control
protocol (2) makes the MAS g with (12) achieve consensus if and
only if the following inequalities of k; and k, hold simultaneously
fori=2,3,...,N:

lom* (1) + 4k;Re(x;) > 0, (14)
KAIm? (L) < kik2Re(A)|Ail?, (15)
kikz|Ai)? > 0, (16)
— kaRe(X;) # 0. (17)

Apparently, from (14) and (17) we know that Re(%;) # 0 or
Im(A;) #0,i=2,3,...,N,thatistosayX; #20,i=2,3,...,N,
so £ has only one zero eigenvalue, and apparently all the other
eigenvalues have positive parts. From Lemma 1, we know that §
has a directed spanning tree.

From (16) we have kik, > 0,thusk; > 0,k, > Oork; <
0, k2 < 0.

Case 1: k; > 0, k, > 0; Obviously, in this case, (14) and (17)
hold foralli = 2, 3, ..., N, and (15) reduces to

k2 Im?(A;)

= > —.

ki Re(r)|Aql?

Case 2: k1 < 0, ky < 0; Here (15) reduces to
k2 Im?(x;)

= > —.

ki~ Re(A)|Ail?

Apparently, this is a contradiction.
From the above analysis, we know that only Case 1 can
guarantee consensus, thus we have (13).

Remark 8. The result of Corollary 7 is consistent with Ren and
Atkins (2007) and Yu et al. (2010).

4. Consensus conditions with constant communication delay

In this section, we return to the case with communication delay
7 and consider the following control protocol

N
u(t) =k Y g [x(t — 1) —x(t — )]

j=1

N
+k 3 ay [vi(t —T) —vi(t = 7)]. (18)

i=1

Remark 9. We note in the control protocol above that the same
delay t also applies to node i. This is to ensure that correct error
signals are used in the feedback to guarantee the consensusability.
In applications where x;(t) is instantaneously known to node i,
this signal needs to be delayed before being applied in u;(t). In
applications where only relative information can be measured
(e.g., x;(t) is not directly measured but only x;(t) — x;(t) is
measured) and time delay is involved in the measurement, taking
the same time delay for node i and node j is natural. Note that
relative measurements are common, including relative distance,
relative velocity, etc.
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Similarly, we have the following composite dynamics

wo=[8 B[ 8 2w

and the corresponding error dynamics

; 0 i, 0o o017,
Z(t)=[a1,v1 bIIVNll]Z(t)_[klf sz}z(“’)' (19)

It is clear that the control protocol (18) makes the MAS 4 with
(1) achieve consensus if and only if the error system (19) is
asymptotically stable.

Similar to the delay-free case, we need to analyze the
characteristic equation for the system (19). For this, we take the
Laplace transform on (19) and obtain its characteristic equation as
follows:

det SIn—1 . —In-1 A
—aly_1 + e PkiL  (s—b)Iy_1 +e kL
N
=[[fs =0
i=2
where fi(s, 7),i = 2, 3, ..., N are quasi-polynomials given by
fi(s, T) = s> — bs — a + e (kS + k1)Ai. (20)

Then we obtain the following result.

Lemma 10. The control protocol (18) makes the MAS g with (1) and
communication delay t achieve consensus if and only if all the quasi-
polynomials fi(s, t),i = 2,3, ..., N are Hurwitz stable (i.e., their
roots all have a negative real part).

Similarly, for the special case of double integrator model (12), we
have the following result.

Corollary 11. The control protocol (18) makes the MAS § with (12)
and communication delay t achieve consensus if and only if all the
quasi-polynomials s> + e (ks + k1)A; = 0,i = 2,3,..., N are
Hurwitz stable.

By further analysis, we obtain the following result.

Theorem 12. Consider the MAS § with (1). Suppose that the control
protocol (18) makes the MAS achieve consensus in the delay free case.
Foreachr € {2,3,...,N}, let w, > 0 be the root of the following
equation:

(@* + a)? + D*w? — (kK + K2w?)|A|* = 0.
Take 7, = {km + arctan ¥} w_!, where
_ (@} + ) + ¢rboy

¢rbor — (0} +a) '

with ¢, = kyo,Re(X;)+kiIm(X;), ¢r = koo, Im(A;)—k{Re(A;) and
k is the minimum integer such that t, > 0. Set t* = min, 7, (over
all roots w, > 0). Then the control protocol (18) makes (1) achieve
consensus if and only if t € [0, T¥).

¥,

Proof. From Corollary 2.4 of Ruan and Wei (2003) we know that
for a quasi-polynomial of the form f(s, e™™) = fo(s) + fi(s)e™ ™
with fo(s) = s* + a;5" ' 4+ .- 4+ a,, fi(s) = bis" 1+ --- + by,
if f (s, e~ ™) is Hurwitz stable for t = 0 and f (s, e~ ") is unstable
for some t > 0, then there must exist some 0 < t* < t such
that f (s, e=7"%) has a root on the imaginary axis and that f (s, e‘zos)
is stable for all T° < t*. Here since for r = 0 the MAS achieves
consensus, i.e., the quasi-polynomial of (20) is Hurwitz stable, thus
the roots of (20) will still be in the open left half-plane for all
T € (0, t*) if and only if at least one of the quasi-polynomials

fi(s, t*),i = 2, 3,..., N has imaginary roots. Next, we will only
need to examine the imaginary roots of the quasi-polynomials of
(20)fort = t*.

lets, = wr, o € Rowr # 0,r € {2,3,...,N}. Then
fr(sr, T) = 0 means both of its real and imaginary parts are zero,
which are given by —a)f — a—+ ¢ sin(tywr) — @ cos(trwr) = 0,
and —bw, + ¢; sin(t,w;) + ¢, cos(t;w,) = 0. Re-arranging the
above gives sin(t,@;) = [(k2 +K3w?) |1 217 (@? + a) + b ]
and cos(trwr) = [(k3 + k3w?) | 1217 [prbewy — @ (w? + a)]. Form
sin?(z,w;) + cos?(t,w;) = 1 we can obtain that

(@ 4+ a)* + bPof — (5 + K5o?) |3 > = 0. (21)

Also we can obtain that tan(t,w;) = ¥,, which yields t, =
w, where k is an appropriate integer such that 7, > 0.

Case 1: Im(A,) = 0. In this case, (21) becomes (o? + a)? + b*w? —
(k¥ + k3w?)A? = 0, which has two real-valued roots, w;; > 0
and w;; = —w;1. We only need to consider the positive root,
i.e.,, wr1 > 0, because the imaginary roots for f; (s, t) form complex
conjugate pairs. For a fixed A, > 0, we have ¥,; = —¥,,. Thus
w;, arctan ¥ = w,' arctan ¥,. So we can simply take 7,1 = 7.
That is to say, for the case of Im(X,;) = 0, we only need to consider
the corresponding time delay t, for w, > 0.

Case 2: Im(A;) # 0. Then there must exist A; = Re(X;) — (m(X;).
Lets; = ww;, w; # 0,1 € {2, 3, ..., N}, be the pure imaginary root
of fi(s, t) for i = [, then

(@ + a@)* + b’} — (5 + ko) |M]* = 0. (22)
It is obvious that if w is a root of (21), then —w is also a root of
(22), and vice versa. Let w;; > 0 and w;p, = —wj; be the roots
of (w? + a)? + P*w? — (k3 + kK3w?)|A[* = 0. Then we have
w1 = op and wy = wp, thus ¢y = =@, on = @2, P =
—¢r1, Y2 = @r1. SO we can obtain that ¥y = —W,,, ¥, = —¥;.
Thus, tan(tyw) = — tan(t,w,2) and we can simply take t; =

Tr2. Similarly, we have t, = tq. That is to say, for the case of
Im(A;) # 0, we still only need to consider the corresponding time
delay 7, for w, > 0.

Finally, the minimum value of t which yields some f; (s, T) to
have a purely imaginary root is thus given by 7* = min, 7, over all
possible roots w, > 0andr € 2,3,...,N.

Remark 13. The contribution of Theorem 12 is that it presents
a method for finding the maximum tolerable time delay for the
general second-order consensus problem.

Similarly, based on Corollary 7, Corollary 11 and Theorem 12, for
the special case of double integrator systems (i.e.,a = b = 0), we
have the following result.

Theorem 14. Consider the MAS § with (12). Suppose 4 has a
directed spanning tree and that the control protocol (18) makes
the MAS achieve consensus in the delay free case. For each r €
{2,3,...,N}, et

T =w ! {kn + arctan <—ﬁ>} ,
@r

with ¢, = kywRe(A;) + k{Im(};), ¢, =

_ \/k%I)Lr|2+«/k‘2‘\)\rl4+4k%\)~r\2

kao Im(,) —

k'lRe()"r)’ Wr 2

integer such that T, > 0. Set t* = min, t, (over all roots w, > 0).
Then the control protocol (18) makes (1) achieve consensus if and only
if t €0, ).

, and k is the minimum

Remark 15. Theorem 14 presents an explicit formula of the delay
margin for second-order integrator consensus problem.
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consensus

Fig.1. 1 =0.06 < t*.

x 108 divergence
T T T T T T T T
X,X,
ol X3X,
X4Xy
XX,
r Vv,
VgV,
x 0M VaVy vﬂvﬂwﬁvﬁhﬁ
VgV,
A
2+
-3 L 1 1 1 1 L 1 L 1

Fig.2. 1 =0.07 > t*.

5. Simulation example

In this section, we demonstrate our result through an example.
We assume that there are five agents in a MAS. The adjacency
matrix and the corresponding Laplacian matrix are

0 0 0 0 2 2 0 0 0 -2

3 00 00 -3 3 0 0 0
A=|1 0 0 0 O0f, L=|-1 0 1 0 of,

0 0 2 0O 0 0 -2 2 0

0 4 0 0O 0 —4 0 0 4

respectively. By calculation we know that A, = 1,13 = 2, A4 =

4.5 + @t, As =45 — @L. The second-order system model for
each agent i is given by

xi(6) = vi(t), () = 2x;(6) + () + (1),

and the consensus protocol is given by ( 18). Firstly, from Theorem 5
we know that we can take k; = k, = 3 to achieve consensus for the
delay-free case. Based on these parameters and using Theorem 12,
we compute that ; = 0.4160, r3 = 0.2176, 74 = 0.1272, 15 =
0.0629. Thus t* = min{t,, 3, 74, 75} = 0.0629. Hence, this MAS
can reach consensus under the control protocol (18) if and only if
T < t*. Simulations for the error dynamics of the MAS for t =
0.06 < t*and r = 0.07 > t* can be displayed in Figs. 1 and 2,
respectively. Apparently, the simulation results are consistent with
Theorem 12.

consensus
T

6 8 10 12 14 16 18 20

Fig.3. t =0.06 < t*.

x 104 divergence
4 T T T T T T T T T
Xo7X,
3r XX,
X,%q
21 X5,
1t VoY
VaVy
x O0M VyVy
VsV
At
2t i
3t 1
-4 L L L L 1 L 1 L L

Fig.4. © =0.07 > t*.

Apparently, we can still take k; = k, = 3 to guarantee consen-
sus for the case of delay-free for double-integrator dynamics. Sim-
ilarly, we can obtain that the critical delay is t* = 0.0663. The cor-
responding simulations of forr = 0.06 < t*and r = 0.07 > t*
can be displayed in Figs. 3 and 4, respectively. The simulation re-
sults are consistent with Theorem 14.

6. Conclusion

In this paper we have studied the consensus conditions for
second-order linear MASs with communication delay. We first
design a consensus-reaching control protocol for the delay-free
case. This is then generalized to give an explicit formula for
the delay margin of the consensus for the case with time delay.
In addition, we consider the special second-order linear MASs
with double integrator models and provide explicit conditions for
consensus. Future studies will focus on generalizing our results to
higher order MASs.
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