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#### Abstract

The purpose of this paper is to study stabilization problem of linear time-invariant systems subject to stochastic multiplicative uncertainties and time delays. We consider a structured multiplicative perturbation which consists of static, zero-mean stochastic processes and we assess the stability of system based on mean-square criteria. The mean-square stabilization problem for multi-input multi-output systems generally requires solving an optimization problem involving the spectral radius of a certain closed loop transfer function matrix. This problem in general is non-convex and by and large unresolved, only approximate solutions are available based on numerical algorithms resembling to the $D$ - $K$ iteration for $\mu$-synthesis. Our main contributions include the fundamental conditions, both necessary and sufficient, which insure that the multi-input multi-output minimum phase systems can be stabilized by output feedback in the mean-square sense. We provide a complete, computationally efficient solution in the form of a generalized eigenvalue problem readily solvable by means of linear matrix inequality optimization. For conceptual insights, limiting cases are analyzed in depth to characterize and quantify explicitly how the directions of unstable poles may affect the mean-square stabilizability of multi-input multi-output systems.
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## 1 Introduction

For well over four decades, control of linear time-invariant (LTI) systems under stochastic multiplicative noise effec$t$ has attracted a great deal of research interest (see, e.g., [6], [7], [10], [14], [19], [20], [17], [26], [35]). Recent development in networked control shows that stochastic multiplicative noises can be used to effectively model uncertainties in communication channels, including packet loss ([10], [11], [30], [36], [38]), quantization error ([25], [24], [33]) and channel fading ([2], [10], [12]). Thus, while an age-old problem of fundamental interest by itself, the study of control under stochastic multiplicative uncertainties has a direct linkage to networked control problems, which, undoubtedly, has prevailed in the recent control literature (see, e.g., [21], [28], [29], [31], [2], [25], [39] and the references therein).

Time-delay is an enduring subject in the studies of dynamical systems, which may arise from sources ranging from signal transmission delay, computation delay, to physical transport delay. It has been known for long that delay can lead to degraded performance, poor robustness and even instability of systems. Contemporary studies reveal that such adversary effects can be particularly conspicuous in networked feedback systems. For both its intrinsic and renewed interest, there have been considerable advances in the study of time-delay systems, which, most notably, have made available various time- and frequency-domain stability analysis approaches (see, e.g., [22], [3], [27], [13], [23]). Despite

[^0]the developments in stability analysis, however, the stabilization of time-delay systems proves fundamentally more difficult and remains to be a daunting task.

In this paper we study stabilization problems for discretetime LTI systems subject to stochastic multiplicative uncertainties and time delays. In its full generality, we model the system uncertainty as a structured multiplicative stochastic perturbation, which, unlike in robust control theory (see, e.g., [40]), consists of static, zero-mean stochastic processes. Under this formulation, the uncertainty can be interpreted as state- or input-dependent random noises [20,35], while in the networked control setting, as parallel memoryless noisy communication channels [10, 37]. We assess the system's stability based on mean-square criteria; in other words, the stability is evaluated statistically using the system's state variance. We derive necessary and sufficient stabilizability conditions for multi-input multi-output (MIMO) systems to be mean-square stabilizable in the presence of structured stochastic multiplicative uncertainties and time delays.

Our approach is inspired by the pioneering work of Willems and Blankenship [35] on stochastic multiplicative noises, who studied the closed loop stability of single-input, single-output (SISO) systems and obtained a necessary and sufficient condition for mean-square stability. In subsequent works, Hinrichsen and Pritchard [14], and Lu and Skelton [20] formulated the mean-square stability problem as one of robust stability against stochastic multiplicative uncertainties, which allowed them to obtain necessary and sufficient mean-square stability conditions for MIMO systems. In much the same spirit, Elia [10], and Xiao et al. [37] developed similar conditions for networked control problems. With the distinctive feature of a frequency-domain, input-
output based approach, these developments share much in common with robust stability analysis and lead to stability results reminiscent of small gain conditions, herein dubbed as mean-square small gain theorems. We employ the meansquare small gain approach to tackle our stabilization problems.

The mean-square stabilization problem for MIMO systems generally requires solving an optimization problem involving the spectral radius of a certain closed loop transfer function matrix. This problem in general is non-convex and consequently poses a formidable technical barrier. Similar problems of minimizing the spectral radius have been widely known for their difficulties in robust synthesis [16, 40], and are also found in networked feedback stabilization problems [10, 34]. Problems in this category are by and large unresolved, and only approximate solutions are available based on e.g., numerical algorithms resembling to the $D$-K iteration for $\mu$-synthesis [10, 40]. As a main contribution of this paper, nonetheless, we resolve this problem for minimum phase systems. Specifically, we show that for an MIMO minimum phase plant with time delays, it is both necessary and sufficient to establish the mean-square stabilizability by solving a generalized eigenvalue problem (GEVP), which can be solved using linear matrix inequality (LMI) optimization methods. Further investigation into limiting cases shows that the stabilizability condition depends on not only the locations of the plant unstable poles, but also the directions associated with the poles. Furthermore, the delays, which may result from the plant itself, or be conjured as network delays in the networked control setting, are seen to have a direct, monotonically increasing effect on the mean-square stabilizability.

We now collect the notation throughout this paper. For any complex number $z$, any vector $u$, and any matrix $A$, we denote by $z^{*}, u^{*}$, and $A^{*}$ their conjugate and conjugate transposes, respectively. For any square matrix $A$, we denote its spectral radius by $\rho(A)$. The Hölder $\ell_{2}, \ell_{1}$, and $\ell_{\infty}$ induced norms of a matrix $A=\left[a_{i j}\right]$ are denoted by $\|A\|,\|A\|_{1}$, and $\|A\|_{\infty}$, respectively, i.e.,

$$
\|A\|_{1}=\max _{j} \sum_{i}\left|a_{i j}\right|,\|A\|_{\infty}=\max _{i} \sum_{j}\left|a_{i j}\right| .
$$

For any transfer function matrix $G(z)$, we represent a statespace realization of $G(z)$ by $G(z)=\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right]$. Let the open unit disc be denoted by $\mathbb{D}:=\{z \in \mathbb{C}:|z|<1\}$, the closed unit disc by $\overline{\mathbb{D}}:=\{z \in \mathbb{C}:|z| \leq 1\}$, the unit circle by $\partial \mathbb{D}$, and the complements of $\mathbb{D}$ and $\overline{\mathbb{D}}$ by $\mathbb{D}^{c}$ and $\overline{\mathbb{D}}^{c}$, respectively. With respect to the unit circle $\partial \mathbb{D}$, we shall frequently encounter the Hilbert space

$$
\begin{aligned}
\mathcal{L}_{2}:= & \{F: F(z) \text { measurable in } \partial \mathbb{D}, \\
& \left.\|F\|_{2}=\left(\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left\|F\left(e^{j \theta}\right)\right\|_{F}^{2} d \theta\right)^{\frac{1}{2}}<\infty\right\}
\end{aligned}
$$

in which the inner product is defined as

$$
\langle F, G\rangle=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \operatorname{Tr}\left(F^{H}\left(e^{j \theta}\right) G\left(e^{j \theta}\right)\right) d \theta
$$

It is well known [40] that $\mathcal{H}_{2}$ and $\mathcal{H}_{2}^{\perp}$ are subspace of $\mathcal{L}_{2}$, and they constitute orthogonal complements in $\mathcal{L}_{2}$. For any $F \in \mathcal{H}_{2}^{\perp}$ and $G \in \mathcal{H}_{2},\langle F, G\rangle=0$. Note that we use the same notation $\|\cdot\|_{2}$ for the spaces $\mathcal{L}_{2}$, $\mathcal{H}_{2}$ and $\mathcal{H}_{2}^{\perp}$, but the the distinction will be self-evident from the context. Define also the Hardy space $\mathcal{H}_{\infty}=$ $\left\{F: F(z)\right.$ bounded and analytic in $\left.\mathbb{D}^{c}\right\}$. A subset of $\mathcal{H}_{\infty}$, $\mathcal{R} \mathcal{H}_{\infty}$, is the set of all proper stable rational transfer function matrices.

## 2 Problem Formation and Preliminary Results



Fig. 1: Feedback system with multiplicative uncertainties and delays

We consider the feedback control system depicted in Fig. 1. Let $P_{\tau}(z)$ be a family of plants subject to delays:

$$
P_{\tau}(z)=P_{0}(z) \Lambda(z)
$$

where $P_{0}(z)$ is the transfer function matrix of the delay free part, and $\Lambda(z)$ is a diagonal transfer function matrix consisting of input delays:

$$
\begin{equation*}
\Lambda=\operatorname{diag}\left(z^{-\tau_{1}}, \cdots, z^{-\tau_{m}}\right), \tau_{i}>0, i=1, \ldots, m \tag{1}
\end{equation*}
$$

The control signal $u(k)$, which is produced by LTI controller $K(z)$, is corrupted by the perturbation $\Delta$ which arises in different channels and assumes the form:

$$
\begin{align*}
& u_{n}(k)=(I+\Delta(k)) u(k), \\
& \Delta(k)=\operatorname{diag}\left(\Delta_{1}(k), \cdots, \Delta_{m}(k)\right) \tag{2}
\end{align*}
$$

Throughout this paper we make the following assumptions which are standard in the earlier studies of random multiplicative noises (see, e.g.,[20]):

Assumption $1\left\{\Delta_{i}(k), i=1, \ldots, m\right\}$, is a white noise with variance $\sigma_{i}^{2}$.
Assumption $2\left\{\Delta_{i}(k)\right\}$ and $\left\{\Delta_{j}(k)\right\}$ are uncorrelated processes for $i \neq j$, i.e.,

$$
E\left\{\Delta_{i}\left(k_{1}\right) \Delta_{j}\left(k_{2}\right)\right\}=0, \quad \forall k_{1}, k_{2} \text { and } i \neq j
$$

Assumption $3\left\{\Delta_{i}(k), i=1, \ldots, m\right\}$, is uncorrelated with $d(k)$.

Together with Assumptions 1-3, perturbation $\Delta$ in (2) renders the system in Fig. 1 as one subject to a structured stochastic multiplicative uncertainty. We focus on stabilization of the system in the mean-square sense, which means that for any bounded initial states of the plant and controller, the variances of these states will converge asymptotically to the zero matrix when $k \rightarrow \infty$. The following definition gives an equivalent notion of internal stability from an inputoutput perspective, appropriately tailored from [35], [20].


Fig. 2: Mean square small gain theorem: Linear systems with stochastic multiplicative uncertainty

Definition 1 The system in Fig. 2 is said to be mean-square input-output stable if for any input sequence $\{d(k)\}$ with bounded variance $E\left\{d(k) d^{*}(k)\right\}<\infty$, the variances of the error and output sequences $\{e(k)\},\{y(k)\}$ are also bounded, i.e., $E\left\{e(k) e^{*}(k)\right\}<\infty$ and $E\left\{y(k) y^{*}(k)\right\}<\infty$.

The following result, herein referred to as the mean-square small gain theorem, is adapted from [20] (see also [35], [14]), which provides a necessary and sufficient condition for the mean-square input-output stability. This result will play a pivotal role in our subsequent development.

Lemma 1 (Mean-Square Small Gain Theorem) Let $T$ be a stable LTI system, and $\Delta(k)$ be given by (2). Then under Assumptions 1-3, the system in Fig. 2 is mean-square stable if and only if

$$
\rho\left(\left[\begin{array}{ccc}
\left\|T_{11}\right\|_{2}^{2} & \cdots & \left\|T_{1 m}\right\|_{2}^{2}  \tag{3}\\
\vdots & \cdots & \vdots \\
\left\|T_{m 1}\right\|_{2}^{2} & \cdots & \left\|T_{m m}\right\|_{2}^{2}
\end{array}\right]\left[\begin{array}{ccc}
\sigma_{1}^{2} & & \\
& \ddots & \\
& & \sigma_{m}^{2}
\end{array}\right]\right)<1
$$

It is straightforward to show via direct manipulation that the system in Fig. 1 can be rearranged to that in Fig. 2, with the transfer function matrix $T(z)$ given by the complementary sensitivity function of systems $P_{\tau}(z)$ :

$$
T(z)=K(z) P_{\tau}(z)\left[I+K(z) P_{\tau}(z)\right]^{-1} .
$$

Thus, under Assumptions 1-3, Lemma 1 can be applied at once to determine the mean-square stability of the system. Let a right and left coprime factorization of the plant transfer function matrix $P_{\tau}(z)$ be given by

$$
P_{\tau}=L M^{-1}=\tilde{M}^{-1} \tilde{L},
$$

where $L, M, \tilde{L}, \tilde{M} \in \mathbb{R} \mathcal{H}_{\infty}$ satisfy the double Bezout identity

$$
\left[\begin{array}{cc}
\tilde{X} & -\tilde{Y}  \tag{4}\\
-\tilde{L} & \tilde{M}
\end{array}\right]\left[\begin{array}{cc}
M & Y \\
L & X
\end{array}\right]=\left[\begin{array}{cc}
M & Y \\
L & X
\end{array}\right]\left[\begin{array}{cc}
\tilde{X} & -\tilde{Y} \\
-\tilde{L} & \tilde{M}
\end{array}\right]=I
$$

for some $X, Y, \tilde{X}, \tilde{Y} \in \mathbb{R} \mathcal{H}_{\infty}$. It is well-known that every stabilizing controller $K$ can be parameterized as [40]

$$
\begin{align*}
K & =(Y-M R)(L R-X)^{-1} \\
& =(R \tilde{L}-\tilde{X})^{-1}(\tilde{Y}-R \tilde{M}), \quad R \in \mathbb{R} \mathcal{H}_{\infty} . \tag{5}
\end{align*}
$$

In turn, every stable complementary sensitivity function $T(z)$ can be found as

$$
\begin{equation*}
T=-(Y-M R) \tilde{L}, \quad R \in \mathbb{R} \mathcal{H}_{\infty} \tag{6}
\end{equation*}
$$

In light of Lemma 1 , the following condition for meansquare stabilizability is immediate.

Lemma 2 Let $\Delta$ be given by (2). Then under Assumptions $1-3$, the system in Fig. 1 is mean-square stabilizable if and only if

$$
\begin{equation*}
\rho_{\min }=\inf _{R \in \mathcal{R} \mathcal{H}_{\infty}} \rho(W)<1 \tag{7}
\end{equation*}
$$

where

$$
\begin{align*}
& W \\
& =\left[\begin{array}{ccc}
\sigma_{1}^{2}\left\|[(Y-M R) \tilde{L}]_{11}\right\|_{2}^{2} & \cdots & \sigma_{m}^{2}\left\|[(Y-M R) \tilde{L}]_{1 m}\right\|_{2}^{2} \\
\vdots & \ddots & \vdots \\
\sigma_{1}^{2}\left\|[(Y-M R) \tilde{L}]_{m 1}\right\|_{2}^{2} & \cdots & \sigma_{m}^{2}\left\|[(Y-M R) \tilde{L}]_{m m}\right\|_{2}^{2}
\end{array}\right] \tag{8}
\end{align*}
$$

## 3 Main Results

For an MIMO plant, let a complex number $p \in \overline{\mathbb{D}}^{c}$ be a unstable pole with an output direction vector $\eta,\|\eta\|=1$ if $\eta^{H} M(p)=0$. In the sequel, for an all-pass transfer function matrix $M_{i n}(z)=\left[\begin{array}{c|c}A_{i n} & B_{i n} \\ \hline C_{i n} & D_{i n}\end{array}\right]$, we use the familiar realization of

$$
M_{i n}^{-1}(z)=\left[\begin{array}{c|c}
A_{i n}-B_{i n} D_{i n}^{-1} C_{i n} & -B_{i n} D_{i n}^{-1}  \tag{9}\\
\hline D_{i n}^{-1} C_{i n} & D_{i n}^{-1}
\end{array}\right] .
$$

We shall also write

$$
\begin{equation*}
\hat{A}=A_{i n}-B_{i n} D_{i n}^{-1} C_{i n} \tag{10}
\end{equation*}
$$

It is useful to point out that the eigenvalues of $\hat{A}$ coincide with the zeros of $M_{i n}(z)$.

The following lemma (see, e.g., [32], [1]) will serve as the foundation in our subsequent developments which recast the mean-square stability problem as a scaled norm minimization.

Lemma 3 For any nonnegative matrix $W$,

$$
\begin{equation*}
\rho(W)=\inf _{\Gamma}\left\|\Gamma W \Gamma^{-1}\right\|_{1}=\inf _{\Gamma}\left\|\Gamma W \Gamma^{-1}\right\|_{\infty}, \tag{11}
\end{equation*}
$$

where the infimum is taken over the set of positive diagonal matrices $\Gamma=\operatorname{diag}\left(\gamma_{1}^{2}, \cdots, \gamma_{m}^{2}\right)$.

We shall present a general stabilizability condition for minimum phase systems with relative degree zero under input delays. For this purpose, we consider delays described in transfer function matrix $\tilde{L}$ for $\tau_{i} \geq 0, i=1, \cdots, m$ as

$$
\tilde{L}(z)=\tilde{L}_{\text {out }}(z)\left[\begin{array}{lll}
z^{-\tau_{1}} & &  \tag{12}\\
& \ddots & \\
& & z^{-\tau_{m}}
\end{array}\right]
$$

Here we assume that $\tilde{L}_{\text {out }}^{-1}(z) \in \mathbb{R} \mathcal{H}_{\infty}$.
Theorem 1 Suppose that $P_{0}(z)$ is minimum phase and has relative degree zero, and that $\tilde{L}$ is given in (12). Let $M_{i n}(z)=\left[\begin{array}{c|c}A_{i n} & B_{i n} \\ \hline C_{i n} & D_{i n}\end{array}\right]$ be an inner of $M(z)$. Then under Assumptions 1-3,

$$
\begin{gather*}
\rho_{\min }=\inf \left\{\mu: \sigma_{i}^{2} e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*}\left(\hat{A}^{*}\right)^{\tau_{i}-1} X \hat{A}^{\tau_{i}-1} B_{i n} D_{i n}^{-1} e_{i}\right. \\
\left.<\mu e_{i}^{*} \Gamma e_{i}, i=1, \cdots, m\right\} \tag{13}
\end{gather*}
$$

where $X>0$ is the solution to the ARE

$$
\begin{align*}
& A_{i n}^{*} X A_{i n}-X+C_{i n}^{*} \Gamma C_{i n}-\left(A_{i n}^{*} X B_{i n}+C_{i n}^{*} \Gamma D_{i n}\right) \\
& \quad \times\left(B_{i n}^{*} X B_{i n}+D_{i n}^{*} \Gamma D_{i n}\right)^{-1}\left(B_{i n}^{*} X A_{i n}+D_{i n}^{*} \Gamma C_{i n}\right)=0 . \tag{14}
\end{align*}
$$

Furthermore,

$$
\begin{align*}
& \rho_{\min }=\inf \left\{\mu:\left(\sum_{i=1}^{m} \gamma_{i} X_{i}\right)-\frac{1}{\mu} \gamma_{i} \sigma_{i}^{2} \hat{A}^{\tau_{i}-1} B_{i n} D_{i n}^{-1} e_{i}\right. \\
& \left.\quad \cdot e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*}\left(\hat{A}^{*}\right)^{\tau_{i}-1}>0, \gamma_{i}>0, i=1, \cdots, m\right\}, \tag{15}
\end{align*}
$$

where $X_{i}$ is the solution to the Lyapunov equation

$$
\begin{equation*}
X_{i}-\hat{A} X_{i} \hat{A}^{*}+B_{i n} D_{i n}^{-1} e_{i} e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*}=0 . \tag{16}
\end{equation*}
$$

The system in Fig. 1 is mean-square stablizable for any $\left\{\sigma_{1}^{2}, \cdots, \sigma_{m}^{2}\right\}$ if and only if $\rho_{\text {min }}<1$.
Proof. Using Lemma 2-3, we first note that

$$
\begin{align*}
\rho(W) & =\inf _{\Gamma}\left\|\Gamma W \Gamma^{-1}\right\|_{1} \\
& =\inf _{\Gamma} \max _{i} \sigma_{i}^{2}\left\|\Gamma^{\frac{1}{2}}(Y-M R) \tilde{L} e_{i}\right\|_{2}^{2} \gamma_{i}^{-2} . \tag{17}
\end{align*}
$$

Let $M=M_{\text {in }} M_{\text {out }}$ be an inner-outer factorization of $M$. Then for any $\Gamma=\operatorname{diag}\left(\gamma_{1}^{2}, \cdots, \gamma_{m}^{2}\right), \gamma_{i}>0$, $i=1, \cdots, m$, the transfer function matrix $\Gamma^{\frac{1}{2}} M_{\text {in }}$ can be factorized as $\Gamma^{\frac{1}{2}} M_{\text {in }}=M_{\text {Гin }} M_{\text {Гout }}$, where $M_{\text {Гin }}=$ $\left[\begin{array}{c|c}A_{\text {Гin }} & B_{\text {Гin }} \\ \hline C_{\text {Гin }} & D_{\text {Гin }}\end{array}\right]$ is inner with the realization [18]
$M_{\text {Гin }}=$
$\left[\begin{array}{c|c}A_{i n}+B_{i n} F & B_{i n}\left(D_{i n}^{*} \Gamma D_{i n}+B_{i n}^{*} X B_{i n}\right)^{-\frac{1}{2}} \\ \hline \Gamma^{\frac{1}{2}} C_{i n}+\Gamma^{\frac{1}{2}} D_{i n} F & \Gamma^{\frac{1}{2}} D_{i n}\left(D_{i n}^{*} \Gamma D_{i n}+B_{i n}^{*} X B_{i n}\right)^{-\frac{1}{2}}\end{array}\right]$,
with $X>0$ being the solution to the ARE (14) and
$F=-\left(B_{i n}^{*} X B_{i n}+D_{i n}^{*} \Gamma D_{i n}\right)^{-1}\left(B_{i n}^{*} X A_{i n}+D_{i n}^{*} \Gamma C_{i n}\right)$.
By using the Bezout identity (4), it follows that for any $i=$ $1, \cdots, m$,

$$
\begin{aligned}
& \left\|\Gamma^{\frac{1}{2}}(Y-M R) \tilde{L} e_{i}\right\|_{2}^{2} \gamma_{i}^{-2} \\
& \quad=\left\|\Gamma^{\frac{1}{2}}(I-M \tilde{X}-M R) e_{i}\right\|^{2} \gamma_{i}^{-2} \\
& \quad=\left\|\left(M_{\Gamma i n}^{-1} \Gamma^{\frac{1}{2}}-M_{\Gamma \text { out }} M_{\text {out }} \tilde{X}-M_{\Gamma \text { out }} M_{\text {out }} R \tilde{L}\right) e_{i}\right\|^{2} \gamma_{i}^{-2} .
\end{aligned}
$$

It is readily calculated that

$$
M_{\Gamma \text { in }}^{-1}(\infty) \Gamma^{\frac{1}{2}}-M_{\Gamma \text { out }}(\infty) M_{\text {out }}(\infty) \tilde{X}(\infty)=0
$$

Thus,

$$
\begin{gathered}
z\left(M_{\Gamma i n}^{-1}(z)-M_{\text {Гin }}^{-1}(\infty)\right) \Gamma^{\frac{1}{2}} \in \mathcal{H}_{2}^{\perp}, \\
z\left(M_{\Gamma i n}^{-1}(\infty) \Gamma^{\frac{1}{2}}-M_{\text {Гout }} M_{\text {out }} \tilde{X}(\infty)\right) \in \mathcal{H}_{2} .
\end{gathered}
$$

Consequently,

$$
\begin{aligned}
& \left\|\Gamma^{\frac{1}{2}}(Y-M R) \tilde{L} e_{i}\right\|_{2}^{2} \gamma_{i}^{-2} \\
& =\left\|z\left(M_{\Gamma i n}^{-1}(z)-M_{\Gamma i n}^{-1}(\infty)\right) e_{i}\right\|_{2}^{2}+\|\left(\gamma_{i} M_{\Gamma i n}^{-1}(\infty)\right. \\
& \\
& \left.\quad-M_{\Gamma \text { out }} M_{\text {out }} \tilde{X}+M_{\Gamma \text { out }} M_{\text {out }} R \tilde{L}\right) e_{i} \|_{2}^{2} \gamma_{i}^{-2} .
\end{aligned}
$$

We proceed to calculate the $\mathcal{L}_{2}$ norm of $z\left(M_{\Gamma i n}^{-1}(z)-M_{\Gamma i n}^{-1}(\infty)\right) e_{i}, \quad$ which, according to (9), has the realization such that

$$
\begin{aligned}
& \left(M_{\text {Гin }}^{-1}(z)-M_{\text {Гin }}^{-1}(\infty)\right) e_{i} \\
& \quad=\left[\begin{array}{c|c}
A_{\text {Гin }}-B_{\text {Гin }} D_{\text {Гin }}^{-1} C_{\text {Гin }} & -B_{\text {Гin }} D_{\text {Гin }}^{-1} e_{i} \\
\hline D_{\text {Гin }}^{-1} C_{\text {Гin }} & 0
\end{array}\right] \\
& \quad=\left[\begin{array}{c|c}
\hat{A} & -B_{i n} D_{i n}^{-1} \Gamma^{-\frac{1}{2}} e_{i} \\
\hline D_{\Gamma i n}^{-1} C_{\Gamma i n} & 0
\end{array}\right] .
\end{aligned}
$$

It follows from an standard exercise [40] that

$$
\begin{aligned}
& \left\|z\left(M_{\Gamma i n}^{-1}(z)-M_{\Gamma i n}^{-1}(\infty)\right) e_{i}\right\|_{2}^{2} \\
& \quad=e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*} X B_{i n} D_{i n}^{-1} e_{i} \gamma_{i}^{-2},
\end{aligned}
$$

where $X$ is the solution to the

$$
\begin{equation*}
X-\hat{A}^{*} X \hat{A}+C_{\Gamma i n}^{*} D_{\Gamma i n}^{*-1} D_{\Gamma i n}^{-1} C_{\Gamma i n}=0 . \tag{18}
\end{equation*}
$$

It is readily recognized that this equation coincides with the ARE (14). Let the impulse response sequence of $M_{\text {Гout }} M_{\text {out }} \tilde{X} e_{i}$ be denoted as $\left\{f_{k}\right\}$; that is,

$$
M_{\Gamma o u t}(z) M_{\text {out }}(z) \tilde{X}(z) e_{i}=\sum_{k=0}^{\infty} f_{k} z^{-k}
$$

Since $\tilde{L} e_{i}$ has relative degree $\tau_{i}$, the impulse response sequence of $M_{\text {Гout }} M_{\text {out }} R \tilde{L} e_{i}$ is equal to zero for $k=$ $0,1, \cdots, \tau_{i}-1$. Furthermore, we have

$$
\begin{array}{r}
\left\|\left(\gamma_{i} M_{\text {in }}^{-1}(\infty)-M_{\Gamma o u t} M_{\text {out }} \tilde{X}+M_{\Gamma o u t} M_{\text {out }} R \tilde{L}\right) e_{i}\right\|_{2}^{2} \\
=\sum_{k=1}^{\tau_{i}-1}\left\|f_{k}\right\|^{2}+\left\|\sum_{k=\tau_{i}}^{\infty} f_{k} z^{-k}-M_{\Gamma o u t} M_{\text {out }} R \tilde{L} e_{i}\right\|_{2}^{2} .
\end{array}
$$

Evidently,

$$
\inf _{R \in \mathbb{R} \mathcal{H} \infty}\left\|\sum_{k=\tau_{i}}^{\infty} f_{k} z^{-k}-M_{\Gamma o u t} M_{\text {out }} R \tilde{L} e_{i}\right\|_{2}^{2}=0
$$

As such,

$$
\begin{align*}
\inf _{R \in \mathbb{R} \mathcal{H}_{\infty}} & \left\|\Gamma^{\frac{1}{2}}(Y-M R) \tilde{L} e_{i}\right\|_{2}^{2} \gamma_{i}^{-2} \\
= & \sum_{k=1}^{\tau_{i}-1}\left\|f_{k}\right\|^{2} \gamma_{i}^{-2}+e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*} X B_{i n} D_{i n}^{-1} e_{i} \gamma_{i}^{-2} . \tag{19}
\end{align*}
$$

We next seek to determine the impulse response sequence $\left\{f_{k}\right\}$ for $k=1, \cdots, \tau_{i}-1$. For this purpose, denote the impulse response sequences of $M_{\Gamma i n}(z)$ and $M_{\Gamma i n}^{-1}(z) e_{i}$
by $\left\{g_{k}\right\}$ and $\left\{h_{k}\right\}$, respectively. From the Bezout identity $M_{\text {Гin }} M_{\text {Гout }} M_{\text {out }} \tilde{X} e_{i}-\Gamma^{\frac{1}{2}} Y \tilde{L} e_{i}=\gamma_{i} e_{i}$, and the fact that $\tilde{L} e_{i}$ has relative degree $\tau_{i}$, it follows at once that

$$
\left[\begin{array}{cccc}
g_{0} & & & \\
g_{1} & g_{0} & & \\
\vdots & \vdots & & \\
g_{\tau_{i}-1} & g_{\tau_{i}-2} & \cdots & g_{0}
\end{array}\right]\left[\begin{array}{c}
f_{0} \\
f_{1} \\
\vdots \\
f_{\tau_{i}-1}
\end{array}\right]=\left[\begin{array}{c}
\gamma_{i} e_{i} \\
0 \\
\vdots \\
0
\end{array}\right]
$$

On the other hand, since $M_{\Gamma i n} M_{\Gamma i n}^{-1} e_{i}=e_{i}$, we have $f_{k}=$ $\gamma_{i} h_{k}, k=0,1, \cdots, \tau_{i}-1$, where $\left\{h_{k}\right\}$, as the impulse response sequence of $M_{\Gamma i n}^{-1}(z) e_{i}$, is found to be

$$
\begin{aligned}
h_{k} & =-D_{\Gamma i n}^{-1} C_{\Gamma i n} \hat{A}^{k-1} B_{\Gamma i n} D_{\Gamma i n}^{-1} e_{i} \\
& =-D_{\Gamma i n}^{-1} C_{\Gamma i n} \hat{A}^{k-1} B_{i n} D_{i n}^{-1} e_{i} \gamma_{i}^{-1} .
\end{aligned}
$$

Thus,

$$
\begin{align*}
\sum_{k=1}^{\tau_{i}-1}\left\|f_{k}\right\|^{2} \gamma_{i}^{-2}= & \gamma_{i}^{-2} \sum_{k=1}^{\tau_{i}-1} e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*} \hat{A}_{i n}^{* k-1} C_{\text {Гin }}^{*} D_{\Gamma i n}^{*-1} \\
\cdot & D_{\Gamma i n}^{-1} C_{\Gamma i n} \hat{A}_{i n}^{k-1} B_{i n} D_{i n}^{-1} e_{i} \tag{20}
\end{align*}
$$

In view of the Lyapunov equation (18), we then obtain

$$
\begin{aligned}
& \sum_{k=1}^{\tau_{i}-1}\left\|f_{k}\right\|^{2} \gamma_{i}^{-2} \\
& =\gamma_{i}^{-2} \sum_{k=1}^{\tau_{i}-1} e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*} \hat{A}_{i n}^{* k-1}\left(\hat{A}^{*} X \hat{A}-X\right) \\
& \quad \cdot \hat{A}_{i n}^{k-1} B_{i n} D_{i n}^{-1} e_{i} \\
& = \\
& \gamma_{i}^{-2} \sum_{k=1}^{\tau_{i}-1} e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*} \hat{A}_{i n}^{* k} X \hat{A}_{i n}^{k} B_{i n} D_{i n}^{-1} e_{i} \\
& \quad-\gamma_{i}^{-2} \sum_{k=1}^{\tau_{i}-1} e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*} \hat{A}_{i n}^{* k-1} X \hat{A}_{i n}^{k-1} B_{i n} D_{i n}^{-1} e_{i} \\
& = \\
& \gamma_{i}^{-2} e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*} \hat{A}_{i n}^{* \tau_{i}-1} X \hat{A}_{i n}^{\tau_{i}-1} B_{i n} D_{i n}^{-1} e_{i} \\
& \quad-\gamma_{i}^{-2} e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*} X B_{i n} D_{i n}^{-1} e_{i} .
\end{aligned}
$$

As a consequence,

$$
\begin{aligned}
& \inf _{R \in \mathbb{R} \mathcal{H}_{\infty}} \rho(W) \\
& \quad=\inf _{R \in \mathbb{R} \mathcal{H}_{\infty}} \inf _{\Gamma} \max _{i} \sigma_{i}^{2}\left\|\Gamma^{\frac{1}{2}}(Y-M R) \tilde{L} e_{i}\right\|_{2}^{2} \gamma_{i}^{-2} \\
& \quad=\inf _{\Gamma} \inf _{R \in \mathbb{R} \mathcal{H}_{\infty}} \max _{i} \sigma_{i}^{2}\left\|\Gamma^{\frac{1}{2}}(Y-M R) \tilde{L} e_{i}\right\|_{2}^{2} \gamma_{i}^{-2} \\
& \quad=\inf _{\Gamma} \max _{i} \sigma_{i}^{2} \gamma_{i}^{-2} e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*} \hat{A}_{i n}^{* \tau_{i}-1} X \hat{A}_{i n}^{\tau_{i}-1} B_{i n} D_{i n}^{-1} e_{i} .
\end{aligned}
$$

Alternatively, we may write the last equality as

$$
\begin{gathered}
\rho_{\min }=\inf _{\Gamma}\left\{\mu: \sigma_{i}^{2} e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*} \hat{A}^{* \tau_{i}-1} X \hat{A}^{\tau_{i}-1} B_{i n} D_{i n}^{-1} e_{i} \gamma_{i}^{-2}\right. \\
\leq \mu, i=1, \cdots, m\} \\
=\inf _{\Gamma}\left\{\mu: \sigma_{i}^{2} e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*} \hat{A}^{* \tau_{i}-1} X \hat{A}^{\tau_{i}-1} B_{i n} D_{i n}^{-1} e_{i}\right. \\
\left.\leq \mu e_{i}^{*} \Gamma e_{i}, i=1, \cdots, m\right\} .
\end{gathered}
$$

This establishes (13). To prove (15), we calculate $D_{\text {Гin }}^{-1} C_{\text {Гin }}$, which is found to be

$$
D_{\Gamma i n}^{-1} C_{\Gamma i n}=-\left(B_{i n}^{*} X B_{i n}+D_{i n}^{*} \Gamma D_{i n}\right)^{-1 / 2} B_{i n}^{*} X \hat{A} .
$$

Thus, the Lyapunov equation (18) can be rewritten as

$$
\begin{aligned}
X-\hat{A}^{*} X & \hat{A}+\hat{A}^{*} X B_{i n} \\
& \times\left(B_{i n}^{*} X B_{i n}+D_{i n}^{*} \Gamma D_{i n}\right)^{-1} B_{i n}^{*} X \hat{A}=0,
\end{aligned}
$$

and further as

$$
\begin{aligned}
X-\hat{A}^{*}\left(X-X B_{i n}\right. & \left(B_{i n}^{*} X B_{i n}\right. \\
& \left.\left.+D_{i n}^{*} \Gamma D_{i n}\right)^{-1} B_{i n}^{*} X\right) \hat{A}=0 .
\end{aligned}
$$

Employing the Sherman-Morrison-Woodbury formula [15], the Lyapunov equation (18) can be written as

$$
X-\hat{A}^{*}\left(X^{-1}+B_{i n}\left(D_{i n}^{*} \Gamma D_{i n}\right)^{-1} B_{i n}^{*}\right)^{-1} \hat{A}=0,
$$

or equivalently,

$$
\begin{equation*}
X^{-1}-\hat{A} X^{-1} \hat{A}^{*}+B_{i n} D_{i n}^{-1} \Gamma^{-1} D_{i n}^{*-1} B_{i n}^{*}=0 \tag{21}
\end{equation*}
$$

Let $X_{i}$ be the solution to (16). Then it is readily seen that the solution to (21), and equivalently that to the $\operatorname{ARE}$ (14), is given by

$$
X=\left(\sum_{i=1}^{m} \gamma_{i}^{-2} X_{i}\right)^{-1}
$$

Substitute $X$ into the inequalities in (13). Then by a repeated use of Schur complement [15], the inequalities in (13) are found to be equivalent to

$$
\left(\sum_{i=1}^{m} \gamma_{i}^{-2} X_{i}\right)-\frac{1}{\mu} \gamma_{i}^{-2} \sigma_{i}^{2} \hat{A}^{-1} B_{i n} D_{i n}^{-1} e_{i} e_{i}^{*} D_{i n}^{*-1} B_{i n}^{*} \hat{A}^{*-1}>0 .
$$

The proof is now completed by setting $\gamma_{i}^{-2}$ to $\gamma_{i}$.
We note that the conditions (15) constitute a GEVP problem, which can be efficiently solved using LMI optimization techniques $[4,5]$. Thus, these results furnish a computational and effective necessary and sufficient condition for mean square stabilizability. Thanks to the fact that the solutions depend only on the matrices $A_{i n}, B_{i n}, D_{i n}$, state-feedback mean square stabilizability problem has been solved as well. It is worth noting that since the eigenvalues of $\hat{A}$ coincide with the plant unstable poles, Theorem 1 captures the effect of delay on conditions for mean square stabilizability which becomes proportionally more demanding as the delays in the plant increase. It is also important to point out that in addition to the locations of the plant unstable poles, the realizations of the inner factor $M_{i n}$ also depend on their directions, and as such, so do the stabilizability conditions. In particular, when $B_{i n} D_{i n}^{-1} e_{i}=0$, the $i$ th inequality in (13) is rendered moot.

In what follows we study two limiting cases of multiple poles to analyze in further depth the dependence of the stabilizability on pole direction. For simplicity, we restrict our attention to proper plants subject to equal delay length of each input channel. In the case of multiple poles $p_{j} \in \overline{\mathbb{D}}^{c}$
with pole direction vectors $\eta_{j}, j=1, \cdots, n$, we define three sets with respect to $\eta_{j}$ and $e_{i}$, respectively

$$
\begin{gathered}
I_{j}=\left\{1 \leq i \leq m: \eta_{j}^{*} e_{i} \neq 0\right\}, \\
J_{i}=\left\{1 \leq j \leq n: \eta_{j}^{*} e_{i} \neq 0\right\}, \\
\mathcal{I}=\left\{1 \leq i \leq m: \eta_{i}=\eta_{j}=\eta, \eta^{*} e_{i} \neq 0\right\} .
\end{gathered}
$$

Corollary 1 Suppose that $P_{\tau}(z)$ has no zero in $\mathbb{D}^{c}$ and be subject to delays of same length $\tau_{i}=\tau=0,1$.
(i) Let $p_{i} \in \overline{\mathbb{D}}^{c}, i=1, \cdots, n$, be the unstable poles of $P_{\tau}(z)$ with parallel directions spanned by a pole direction vector $\eta$. Then

$$
\begin{equation*}
\rho_{\min }=\frac{1}{\sum_{i \in \mathcal{I}} \frac{1}{\sigma_{i}^{2}}}\left(\prod_{i=1}^{n}\left|p_{i}\right|^{2(\tau-1)}\right)\left(\prod_{i=1}^{n}\left|p_{i}\right|^{2}-1\right) \tag{22}
\end{equation*}
$$

(ii) Let $p_{i} \in \overline{\mathbb{D}}^{c}, i=1, \cdots, n, n \leq m$, be the unstable poles of $P_{\tau}(z)$ with orthogonal directions spanned by $\eta_{i}$. Then

$$
\begin{equation*}
\rho_{\min }=\max _{i} \frac{\sum_{j \in J_{i}}\left|p_{j}\right|^{2(\tau-1)}\left(\left|p_{j}\right|^{2}-1\right)}{\sum_{i \in I_{j}} \frac{1}{\sigma_{i}^{2}}} . \tag{23}
\end{equation*}
$$

Proof. We prove the corollary for $\tau=1$; the case $\tau=0$ follows analogously and hence is omitted. It follows from [9] that

$$
M_{i n}(z)=\prod_{i=1}^{n} M_{i}(z)=\prod_{i=1}^{n}\left(I-\eta_{i} \eta_{i}^{*}+\frac{z-p_{i}}{1-p_{i}^{*} z} \eta_{i} \eta_{i}^{*}\right)
$$

where $M_{i}(z)=\left[\begin{array}{c|c}A_{i} & B_{i} \\ \hline C_{i} & D_{i}\end{array}\right]$ can be constructed as

$$
M_{i}(z)=\left[\begin{array}{c|c}
\frac{1}{p_{i}^{*}} & \frac{\sqrt{\left|p_{i}\right|^{2}-1}}{p_{i}^{*}} \eta_{i}^{*} \\
\hline \frac{\sqrt{\left|p_{i}\right|^{2}-1}}{p_{i}^{*}} \eta_{i} & I-\left(1+\frac{1}{p_{i}^{*}}\right) \eta_{i} \eta_{i}^{*}
\end{array}\right] .
$$

For the $n$ parallel pole directions, we may assume that the pole direction vectors $\eta_{i}=\eta$. In this case, the solution of ARE (14) is given as follows

$$
X=\left[\begin{array}{ll}
X_{\Sigma} & \\
& \frac{1}{\eta^{*} \Gamma^{-1} \eta}
\end{array}\right], X_{\Sigma}=\left[\begin{array}{cc}
\frac{1}{\eta^{*} \Gamma^{-1} \eta} & \\
& \ddots \\
& \frac{1}{\eta^{*} \Gamma^{-1} \eta}
\end{array}\right] .
$$

Let $\prod_{i=1}^{n-1} M_{i}(z)=\left[\begin{array}{l|l}A_{\Sigma} & B_{\Sigma} \\ \hline C_{\Sigma} & D_{\Sigma}\end{array}\right]$, for $\tau=1$, it follows from the proof of Theorem 1 that

$$
\begin{aligned}
\rho_{\min }= & \inf _{\Gamma} \max _{i} \sigma_{i}^{2}\left\{\gamma_{i}^{-2} e_{i}^{*} D_{\Sigma}^{*-1} B_{\Sigma}^{*} X_{\Sigma} B_{\Sigma} D_{\Sigma}^{-1} e_{i}\right. \\
& \left.+\gamma_{i}^{-2} e_{i}^{*} D_{\Sigma}^{*-1} D_{n}^{*-1} B_{n}^{*} \frac{1}{\eta^{*} \Gamma^{-1} \eta} B_{n} D_{n}^{-1} D_{\Sigma}^{-1} e_{i}\right\}
\end{aligned}
$$

Consequently

$$
\begin{aligned}
\rho_{\min }= & \inf _{\Gamma} \max _{i} \sigma_{i}^{2}\left\{\gamma_{i}^{-2} e_{i}^{*} D_{\Sigma}^{*-1} B_{\Sigma}^{*} X_{\Sigma} B_{\Sigma} D_{\Sigma}^{-1} e_{i}\right. \\
& \left.+\frac{\left|\eta^{*} e_{i}\right|^{2} \gamma_{i}^{-2}}{\sum_{i=1}^{n}\left|\eta^{*} e_{i}\right|^{2} \gamma_{i}^{-2}} \prod_{i=1}^{n-1}\left|p_{i}\right|^{2}\left(\left|p_{n}\right|^{2}-1\right)\right\} \\
= & \inf _{\Gamma} \max _{i} \sigma_{i}^{2}\left(\prod_{i=1}^{n}\left|p_{i}\right|^{2}-1\right) \frac{\left|\eta^{*} e_{i}\right|^{2} \gamma_{i}^{-2}}{\sum_{i=1}^{n}\left|\eta^{*} e_{i}\right|^{2} \gamma_{i}^{-2}}
\end{aligned}
$$

The infimum is found at such $\gamma_{i}, i \in \mathcal{I}$ that for $i \neq j, i, j \in$ $\mathcal{I}$,

$$
\begin{aligned}
& \sigma_{i}^{2}\left(\prod_{i=1}^{n}\left|p_{i}\right|^{2}-1\right) \frac{\left|\eta^{*} e_{i}\right|^{2} \gamma_{i}^{-2}}{\sum_{i=1}^{n}\left|\eta^{*} e_{i}\right|^{2} \gamma_{i}^{-2}} \\
&=\sigma_{i}^{2}\left(\prod_{i=1}^{n}\left|p_{i}\right|^{2}-1\right) \frac{\left|\eta^{*} e_{i}\right|^{2} \gamma_{i}^{-2}}{\sum_{i=1}^{n}\left|\eta^{*} e_{i}\right|^{2} \gamma_{i}^{-2}}
\end{aligned}
$$

which gives rise to the solution (22). To establish Corollary 1-(ii), it suffices to note that with mutually orthogonal pole directions $\eta_{i}, i=1, \cdots, n$, an all-pass factor of $\Gamma^{\frac{1}{2}} M(z)$ can be constructed as [8]

$$
M_{\Gamma i n}(z)=\left[\begin{array}{c}
\hat{\eta}^{*} \\
\vdots \\
\hat{\eta}_{n}^{*} \\
\hat{U}^{*}
\end{array}\right]^{*}\left[\begin{array}{llll}
\frac{z-p_{1}}{1-p_{1}^{*} z} & & & \\
& \ddots & & \\
& & \frac{z-p_{n}}{1-p_{n}^{*} z} & \\
& & & I
\end{array}\right]\left[\begin{array}{c}
\hat{\eta}^{*} \\
\vdots \\
\hat{\eta}_{n}^{*} \\
\hat{U}^{*}
\end{array}\right],
$$

where $\hat{\eta}_{i}=\Gamma^{-\frac{1}{2}} \eta_{i} /\left\|\Gamma^{-\frac{1}{2}} \eta_{i}\right\|$, and $\left[\begin{array}{llll}\hat{\eta}_{1} & \cdots & \hat{\eta}_{n} & \hat{U}\end{array}\right]$ is a unitary matrix. Thus, we obtain

$$
\begin{align*}
\rho_{\min } & =\inf _{\Gamma} \max _{i} \sigma_{i}^{2}\left\|\left(M_{\Gamma i n}^{-1}(z)-M_{\Gamma i n}^{-1}(\infty)\right) e_{i}\right\|_{2}^{2} \\
& =\inf _{\Gamma} \max _{i} \sigma_{i}^{2} \sum_{j=1}^{n}\left|\hat{\eta}_{j}^{*} e_{i}\right|^{2}\left\|\frac{1-p_{j}^{*} z}{z-p_{j}}+p_{j}^{*}\right\|_{2}^{2} \\
& =\inf _{\Gamma} \max _{i} \sigma_{i}^{2} \sum_{j \in J_{i}}\left(\left|p_{j}\right|^{2}-1\right) \frac{\left|\eta_{j}^{*} e_{i}\right|^{2} \gamma_{i}^{-2}}{\sum_{i \in I_{j}}\left|\eta_{j}^{*} e_{i}\right|^{2} \gamma_{i}^{-2}} . \tag{24}
\end{align*}
$$

Define

$$
x_{i}=\sigma_{i}^{2} \sum_{j \in J_{i}}\left(\left|p_{j}\right|^{2}-1\right) \frac{\left|\eta_{j}^{*} e_{i}\right|^{2} \gamma_{i}^{-2}}{\sum_{i \in I_{j}}\left|\eta_{j}^{*} e_{i}\right|^{2} \gamma_{i}^{-2}}
$$

It follows that the minimax problem in (24) achieves the minimum at $x_{i}=x_{k}$ for $i \neq k, i, k \in I_{j}$, subject to the constraint

$$
\sum_{i \in I_{j}} \frac{x_{i}}{\sigma_{i}^{2}}=\sum_{j \in J_{i}}\left(\left|p_{j}\right|^{2}-1\right) .
$$

This leads to the solution (23), thus completing the proof.
Thus, when in the extreme their directions are parallel, the unstable poles contribute to the difficulty to stabilization collectively. In contrast, when the directions are orthogonal, the poles tend to affect the stabilizability individually in an additive manner. This latter scenario is particularly complex and varies widely depending on how the individual pole directions are aligned with the Euclidean basis.


Fig. 3: Pole effect on MMS: direction.


Fig. 4: Pole effect on MMS: location.


Fig. 5: Sensitivity of stabilizability bound


Fig. 6: Delay effort

## 4 Example

In this section, we use an example to illustrate our results. Consider a $2 \times 2$ plant:
$P_{\tau}(z)=\left[\begin{array}{cc}\frac{z}{z-2} & \frac{z}{z-2} \\ \frac{(a+3) z^{2}+(a-3) z}{(z-2)\left(z-p_{1}\right)} & \frac{(3 a+1) z^{2}-(3 a-1) z}{(z-2)\left(z-p_{1}\right)}\end{array}\right]\left[\begin{array}{cc}z^{-\tau_{1}} \\ & z^{-\tau_{2}}\end{array}\right]$
For simplicity, let $\tau_{1}=\tau_{2}=1$. It is easy to find that the plant has two unstable poles, $p_{1}$ with output direction vector $\eta_{1}=\frac{1}{\sqrt{a^{2}+1}}[a, 1]^{*}$ and $p_{2}=2$ with output direction vector $\eta_{2}=\frac{1}{\sqrt{2}}[1,1]^{*}$. As such

$$
\cos \angle\left(\eta_{1}, \eta_{2}\right)=\frac{a+1}{\sqrt{2 a^{2}+2}}
$$

We will illustrate how the unstable pole affect mean-square stability in terms of location and direction. To this end, we first fix $p_{1}=3$. Fig. 3 shows the regions of $\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$ given by the condition (13) for different $\angle\left(\eta_{1}, \eta_{2}\right)$. Note that any values of $\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$ under curves guarantee closed loop mean square stability, and is indicated as the mean-square stability (MMS) region. It is clear that the MMS region is shrink gradually with the decrease of angle $\angle\left(\eta_{1}, \eta_{2}\right)$. Second, we fix $a=1$ and allow $p_{1}$ to vary. Fig. 4 demonstrates the effect of pole location on MSS region. One can see that the farther is the distance from the unit circle, the smaller is the MMS region.
Next, we fix $a=1$ and $p_{1}=3$, and show the necessity and sufficiency of condition (13). We use MATLAB to generate a zero-mean white process $\left\{\Delta_{1}(k)\right\}$ so that with $\sigma_{1}^{2}=0.1$. The processes $\left\{d_{i}(k), i=1,2\right\}$ are generated to meet $E\left\{d_{i}^{2}(k)\right\}=0.1$ similarly. In this case, the maximal variance $\sigma_{2}^{2}$ of $\Delta_{2}(k)$ allowed for mean-square stabilization is found as $\sigma_{2 \text { max }}^{2}=0.04$. Fig. 5 shows that for $\sigma_{2}^{2}$ marginally less $\left(\sigma_{2}^{2}=0.038\right)$ and greater $\left(\sigma_{2}^{2}=0.043\right)$ than 0.04 , the
output variance $E\left(y_{i}^{2}(k)\right), i=1,2$ converges and diverges, respectively; in other words, the closed loop system is and is not mean-square stable for these values of $\sigma_{2}^{2}$.

Finally, consider $\sigma_{2}^{2}=0.0017$, the variances pair $\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)=(0.1,0.0017)$ belongs to MMS region; indeed, it is well in the MMS region. Then, there is a optimal controller to stable the plant $P_{\tau}(z)$ in mean-square sense. Fig. 6(a) shows the stable responses of the system. With the same controller, however, if we change $\tau_{2}=1$ to $\tau_{2}=2$. Fig. 6(b) shows that the mean-square stability is lost.

## 5 Conclusion

This paper investigates the mean-square stabilization problem for LTI systems subject to delays and stochastic multiplicative uncertainties. Our contributions include computationally efficient necessary and sufficient conditions to insure a general minimum phase MIMO systems to be mean square stabilized over output feedback, as well as some explicit analytic conditions for limiting cases. The condition for general case amounts to solving a GEVP problem which is readily solvable using LMI optimization techniques, and coincidentally furnishes a solution to state-feedback mean square stabilizability problem as well. Deeper investigation into limiting cases shows that for MIMO systems, the stabilizability condition is sensitive to the directions of the unstable poles. Furthermore, the delays are seen to have a direct, monotonically increasing effect on the mean-square stabilizability.
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