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## A Dual Formulation of Mixed $\mu$ and on the Losslessness of $(D, G)$ Scaling
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#### Abstract

This paper studies the mixed structured singular value, $\mu$, and the well-known $(D, G)$-scaling upper bound, $\nu$. A dual characterization of $\mu$ and $\nu$ is derived, which intimately links the two values. Using the duals it is shown that $\nu$ is guaranteed to be lossless (i.e., equal to $\mu$ ) if and only if $2\left(m_{r}+m_{c}\right)+m_{C} \leq 3$, where $m_{r}, m_{c}$, and $m_{C}$ are the numbers of repeated real scalar blocks, repeated complex scalar blocks, and full complex blocks, respectively. The losslessness result further leads to a variation of the well-known Kalman-Yakubovich-Popov lemma and Lyapunov inequalities.


Index Terms-Duality, Kalman-Yakubovich-Popov lemma, linear matrix inequalities, mixed structured singular values.

## I. Introduction

In two adjoining papers, Doyle [1] and Safonov [2] coined the structured singular value as a tool to test for robust stability of closedloop systems. The $D$-scaling upper bound introduced in the very first paper on structured singular values [1] is to date still the most widely used upper bound of the structured singular value. As claimed in [3], $D$-scaling for complex structures with full blocks is in practice close to the actual structured singular value (or $\mu$ for short), and for several nontrivial complex structures the $D$-scaling upper bound is proved to be lossless [1], [3].
Progress in the theory of mixed $\mu$ has been slower. Mixed real/complex $\mu$ is an extension of $\mu$ that allows the structure to consist of real and complex parts. Such mixed structures arise, for example, if

[^0]robust stability is to be tested with respect to parametric uncertainties. In Fan et al. [4], an upper bound for mixed $\mu$ is presented, but, unlike its pure complex counterpart, this upper bound-which we call $\nu$-can be far from the actual mixed $\mu$ [5].

So far not much is known about losslessness of $\nu$ for mixed structures. Fan et al. [4] have shown that $\nu$ is lossless if there is one nonrepeated real scalar and one full complex block. Young [6] showed that $\nu$ is lossless for rank-one matrices.

In this paper we show that the upper bound $\nu$ of mixed $\mu$ is lossless iff $2\left(m_{r}+m_{c}\right)+m_{C} \leq 3$, where $m_{r}, m_{c}$, and $m_{C}$ are the numbers of repeated real scalar blocks, repeated complex scalar blocks, and full complex blocks, respectively. These losslessness results come as a byproduct of a dual formulation of $\mu$ and $\nu$ that we derive. The duality theory forms the bulk of this paper and is of independent interest. It is partly based on Rantzer's proof of the Kalman-Yakubovich-Popov (KYP) lemma [7], which in turn is influenced by [3].
Section II introduces notation and a few well established results. In Section III the dual characterizations of $\mu$ and $\nu$ are derived. As an example of the use of these dual results, we show that $\mu(M)=\nu(M)$ if $M$ has rank one (the proof is a substantial simplification compared to that in Young [6]). The dual characterizations are applied in Section IV to prove the losslessness of $\nu$ for the mentioned structures. In Section V we give examples that show that for all other structures $\nu$ is not lossless. Section VI is about a variation of the KYP lemma and Lyapunov inequalities.

## II. Notation and $(D, G)$ Scaling

The norm $\|T\|$ of a matrix $T \in C^{m \times n}$ is in this paper the spectral norm. The Euclidean norm of $T$ is denoted as $\|T\|_{2} . T^{\mathrm{H}}$ is the complex conjugate transpose of $T$, and $\mathrm{He} T$ is the Hermitian part of $T$ defined as

$$
\mathrm{He} T=\frac{1}{2}\left(T+T^{\mathrm{H}}\right) .
$$

Given a subset $X$ of $C^{n \times n}$, the (mixed) structured singular value of $M \in C^{n \times n}$ is denoted by $\mu_{X}(M)$ and is defined as

$$
\mu_{X}(M)=\frac{1}{\inf \{\|\Delta\|: I-\Delta M \text { is singular and } \Delta \in X\}}
$$

$\mu_{X}(M)$ is set to zero if $I-\Delta M$ is nonsingular for every $\Delta \in X$. Obviously $\mu_{X}(M)$ depends on the "structure" $X$. Whenever $\mu_{X}(M)$ is used it is implicitly assumed that some structure $X$ is given. Invariably, $X$ is assumed block-diagonal of the form

$$
\begin{gather*}
X=\operatorname{diag}\left(R I_{k_{1}}, \cdots, R I_{k_{m_{r}}}, C I_{l_{1}}, \cdots, C I_{l_{m_{c}}},\right. \\
\left.C^{f_{1} \times f_{1}}, \cdots, C^{f_{m_{C}} \times f_{m_{C}}}\right) \tag{1}
\end{gather*}
$$

where $m_{r}, m_{c}$, and $m_{C}$ are the number of repeated real scalar blocks, repeated complex scalar blocks, and full complex blocks, respectively.

## A. $(D, G)$ Scaling

Let $H^{q}$ denote the set of $q \times q$ Hermitian matrices, and denote its subset of positive definite elements by $P^{q}$. Given the structure $X$ of (1), the sets $\mathcal{D}_{X}$ and $\mathcal{G}_{X}$ are defined as

$$
\begin{aligned}
& \mathcal{D}_{X}=\operatorname{diag}\left(P^{k_{1}}, \cdots, P^{k_{m_{r}}}, P^{l_{1}}, \cdots, P^{l_{m_{c}}}\right. \\
& \left.P I_{f_{1}}, \cdots, P I_{f_{m_{C}}}\right) \\
& \mathcal{G}_{X}=\operatorname{diag}\left(H^{k_{1}}, \cdots, H^{k_{m_{r}}}, 0_{l_{1} \times l_{1}}, \cdots, 0_{l_{m_{c}} \times l_{m_{C}}}\right. \\
& \left.0_{f_{1} \times f_{1}}, \cdots, 0_{f_{m_{C}} \times f_{m_{C}}}\right) .
\end{aligned}
$$

Given $M \in C^{n \times n}$ and $\alpha \in R$, the matrix function $\Phi_{\alpha}(D, G)$ is defined as

$$
\Phi_{\alpha}(D, G)=M^{\mathrm{H}} D M+j\left(G M-M^{\mathrm{H}} G\right)-\alpha^{2} D
$$

This notation is a bit different from that of [4], where Fan et al. showed that $\mu_{X}(M)<\alpha$ if $\alpha>0$ and $\Phi_{\alpha}(D, G)<0$ for some $D \in \mathcal{D}_{X}$ and $G \in \mathcal{G}_{X}$. The infimal $\alpha$ for which such $D$ and $G$ can be found is thus an upper bound of $\mu_{X}(M)$, and this upper bound is denoted throughout as $\nu_{X}(M)$, i.e.,

$$
\nu_{X}(M)=\inf _{\alpha>0}\left\{\alpha: \exists D \in \mathcal{D}_{X}, G \in \mathcal{G}_{X} \text { s.t. } \Phi_{\alpha}(D, G)<0\right\} .
$$

Computation of $\nu_{X}(M)$ can be done efficiently (in polynomial time).
It may be verified that

$$
\Phi_{\alpha}(D, G)=\operatorname{He}\left(M^{\mathrm{H}}+\alpha I\right)\left(D+\frac{j}{\alpha} G\right)(M-\alpha I) .
$$

This allows us to characterize $\nu_{X}$ somewhat more compactly. Given $\alpha$, any element $E$ of $\mathcal{D}_{X}+j \mathcal{G}_{X}$ can be uniquely decomposed as $E=D+(j / \alpha) G$ with $D \in \mathcal{D}_{X}$ and $G \in \mathcal{G}_{X}$ (namely, take $D=\mathrm{He} E$ and let $(j / \alpha) G$ be the skew-Hermitian matrix $E-\mathrm{He} E)$. Therefore
$\nu_{X}(M)<\alpha \Leftrightarrow \exists E \in \mathcal{D}_{X}+j \mathcal{G}_{X}$ such that

$$
\operatorname{He}\left(M^{\mathrm{H}}+\alpha I\right) E(M-\alpha I)<0 .
$$

This we use frequently.

## III. Dual Characterization of $\mu$ and $\nu$

In this section we give a dual characterization of $\mu_{X}$ and $\nu_{X}$. In the next section we use these results to prove that $\mu_{X}=\nu_{X}$ for structures of the form $X=\operatorname{diag}\left(R I_{m}, C^{p \times p}\right)$. The dual characterizations of $\mu_{X}$ and $\nu_{X}$ that we present are easy, and they are remarkably similar. They may have wider use than just the next sections, and they may, for example, be used to simplify Young's proof [6] of the fact that $\mu_{X}(M)=\nu_{X}(M)$ for rank-one matrices $M$, irrespective of the structure. This is done at the end of this section.

The characterizations presented are dual in that they are an application of a duality argument for convex sets. The following preparatory result is in essence standard (see Boyd et al. [8, p. 29]). For completeness we give a proof.
Lemma III. 1 (Separating Hyper-Planes): Suppose $F(E) \in$ $C^{m \times m}$ depends affinely on $E \in C^{n \times n}$. Let $\mathcal{E}$ be some convex subset of $C^{n \times n}$. Then, no $E \in \mathcal{E}$ exists for which

$$
\mathrm{He} F(E)<0
$$

iff there is a nonzero $W=W^{\mathrm{H}} \geq 0$ such that

$$
\begin{equation*}
\operatorname{Retr} \mathrm{WF}(\mathrm{E}) \geq 0, \quad \forall \mathrm{E} \in \mathcal{E} \tag{2}
\end{equation*}
$$

Proof: Suppose $W=W^{\mathrm{H}} \geq 0, W \neq 0$ satisfies (2). Then, for any $E \in \mathcal{E}$

$$
\operatorname{tr} W^{1 / 2}(\operatorname{He} F(E)) W^{1 / 2}=\operatorname{Retr} \mathrm{WF}(\mathrm{E}) \geq 0 .
$$

This excludes the possibility that $\mathrm{He} F(E)$ is negative definite as that would have implied that $\operatorname{tr} W^{1 / 2}(\operatorname{He} F(E)) W^{1 / 2}<0$.

Conversely, suppose that $\operatorname{He} F(\mathcal{E})$ contains no negative definite element. Stated differently, $-\mathrm{He} F(\mathcal{E})$ does not intersect the cone of positive definite matrices

$$
\mathcal{P}:=\left\{P: P=P^{\mathrm{H}}>0\right\} .
$$

Since both $-\mathrm{He} F(\mathcal{E})$ and $\mathcal{P}$ are convex, there is a separating hyperplane ([9, Th. 3, p. 133]), that is, a nonzero $H \in C^{m \times m}$ exists and a number $a \in R$ such that

$$
\operatorname{Re}\langle\mathrm{H},-\mathrm{He} \mathrm{~F}(\mathcal{E})\rangle \leq \mathrm{a} \leq \operatorname{Re}\langle\mathrm{H}, \mathcal{P}\rangle .
$$

The inner product here is $\langle A, B\rangle=\operatorname{tr} A^{\mathrm{H}} B$. For any $P \in \mathcal{P}$ we have that $\langle H, P\rangle=\operatorname{Retr} \mathrm{HP}=\operatorname{trP}^{1 / 2}(\mathrm{HeH}) \mathrm{P}^{1 / 2}$, and this shows that $a \leq\langle H, \mathcal{P}\rangle$ implies He $H \geq 0$ and $a \leq 0$. Define $W=$ He $H$. Then, $-\operatorname{RetrWF}(\mathcal{E})=\operatorname{tr}-\mathrm{WHeF}(\mathcal{E})=\operatorname{Re}\langle\mathrm{H},-\mathrm{HeF}(\mathcal{E})\rangle \leq \mathrm{a} \leq 0 . \square$
Lemma III. 2 (Dual Characterization of $\nu_{X}$ ): Let $X$ be any structure (1). Then, $\nu_{X}(M) \geq \alpha$ iff there is a nonzero $W=W^{\mathrm{H}} \geq 0$ such that

$$
\begin{equation*}
\operatorname{Retr}(\mathrm{M}-\alpha \mathrm{I}) \mathrm{W}\left(\mathrm{M}^{\mathrm{H}}+\alpha \mathrm{I}\right) \mathrm{E} \geq 0, \quad \forall \mathrm{E} \in \mathcal{D}_{\mathrm{x}}+\mathrm{j} \mathcal{G} \mathrm{X} \tag{3}
\end{equation*}
$$

Proof: $\nu_{X}(M) \geq \alpha$ iff no $E \in \mathcal{D}_{X}+j \mathcal{G}_{X}$ exists for which

$$
\mathrm{He}\left(M^{\mathrm{H}}+\alpha I\right) E(M-\alpha I)<0
$$

By Lemma III.1, that is the case iff there is a nonzero $W=W^{\mathrm{H}} \geq 0$ such that $\operatorname{Retr} \mathrm{W}\left(\mathrm{M}^{\mathrm{H}}+\alpha \mathrm{I}\right) \mathrm{E}(\mathrm{M}-\alpha \mathrm{I}) \geq 0$ for all such $E$. The traces of $W\left(M^{\mathrm{H}}+\alpha I\right) E(M-\alpha I)$ and $(M-\alpha I) W\left(M^{\mathrm{H}}+\alpha I\right) E$ are the same.
We next reformulate this characterization of $\nu_{X}$ without using $E$. To this end we partition $E$ and $(M-\alpha I) W\left(M^{\mathrm{H}}+\alpha I\right)$ compatible with $X$ as

$$
\begin{array}{r}
E=\left[\begin{array}{ccc}
E_{1} & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & E_{m_{r}+m_{c}+m_{C}}
\end{array}\right] \\
(M-\alpha I) W\left(M^{\mathrm{H}}+\alpha I\right)=\left[\begin{array}{ccc}
Z_{1} & ? & ? \\
? & \ddots & ? \\
? & ? & Z_{m_{r}+m_{c}+m_{C}}
\end{array}\right] . \tag{4}
\end{array}
$$

A "?" denotes an irrelevant entry. Varying $E$ over all elements of $\mathcal{D}_{X}+j \mathcal{G}_{X}$ can be done by varying each block $E_{i}$ independently of the other blocks, and as each block may be arbitrarily close to zero, we have that (3) holds iff for every $i \in\left\{1, \cdots, m_{r}+m_{c}+m_{C}\right\}$ we have that

$$
\begin{equation*}
\operatorname{Retr} \mathrm{Z}_{\mathrm{i}} \mathrm{E}_{\mathrm{i}} \geq 0 \tag{5}
\end{equation*}
$$

for all $E_{i}$ in the appropriate sets.
Lemma III. 3 (Another Dual Characterization of $\nu_{X}$ ): Let $X$ be any structure (1). Then, $\nu_{X}(M) \geq \alpha$ iff there is a nonzero $W=W^{\mathrm{H}} \geq 0$ such that

$$
\begin{cases}Z_{i} \text { is Hermitian and } \geq 0, & \forall i \in\left\{1, \cdots, m_{r}\right\},  \tag{6}\\ \operatorname{He} Z_{i} \geq 0, & \forall i \in\left\{m_{r}+1, \cdots, m_{r}+m_{c}\right\}, \\ \operatorname{Retr} Z_{i} \geq 0, & \forall i \in\left\{m_{r}+m_{c}+1, \cdots\right\} .\end{cases}
$$

Here $Z_{i}$ is the $i$ th block on the diagonal of $(M-\alpha I) W\left(M^{\mathrm{H}}+\alpha I\right)$ as shown in (4).

Proof: $\nu_{X}(M) \geq \alpha$ iff (5) holds for all $i$ and $E_{i}$ in the appropriate sets. We distinguish three cases.

Case 1) If $i \in\left\{1, \cdots, m_{r}\right\}$, then $E_{i}$ is any matrix whose Hermitian part $\mathrm{He} E_{i}$ is positive definite. For all such $E_{i}$ we have that Retr $Z_{i} \mathrm{E}_{\mathrm{i}} \geq 0$ iff $Z_{i}$ is Hermitian and $\geq 0$. This may be seen as follows. If $Z_{i}=Z_{i}^{\mathrm{H}} \geq 0$, then

$$
\operatorname{Retr} Z_{i} \mathrm{E}_{\mathrm{i}}=\operatorname{tr} \mathrm{Z}_{\mathrm{i}}^{1 / 2}\left(\mathrm{He}_{\mathrm{i}}\right) \mathrm{Z}_{\mathrm{i}}^{1 / 2} \geq 0
$$

since $\mathrm{He} E_{i}>0$. If $Z_{i}$ is Hermitian but not $\geq 0$, then many $E_{i}=E_{i}^{\mathrm{H}}>0$ exist for which $\operatorname{Retr} \mathrm{Z}_{\mathrm{i}} \mathrm{E}_{\mathrm{i}}=$ $\operatorname{tr} \mathrm{E}_{\mathrm{i}}^{1 / 2} \mathrm{Z}_{\mathrm{i}} \mathrm{E}_{\mathrm{i}}^{1 / 2}<0$. Finally, suppose $Z_{i}$ is not Hermitian. Decompose $Z_{i}$ in a Hermitian and skew-Hermitian part,
$Z_{i}=\operatorname{He} Z_{i}+S_{i}$, and note that the skew-Hermitian part $S_{i}$ is nonzero. Let $E_{i}:=\varepsilon I-S_{i}^{\mathrm{H}}$, depending on $\varepsilon>0$. The Hermitian part of $E_{i}$ is $\varepsilon I>0$, and for small enough $\varepsilon>0$ we have

$$
\begin{aligned}
\operatorname{Retr} \mathrm{Z}_{\mathrm{i}} \mathrm{E}_{\mathrm{i}} & =\operatorname{Retr}\left(\mathrm{He} \mathrm{Z}_{\mathrm{i}}+\mathrm{S}_{\mathrm{i}}\right)\left(\varepsilon \mathrm{I}-\mathrm{S}_{\mathrm{i}}^{\mathrm{H}}\right) \\
& =\operatorname{tr}\left(\varepsilon\left(\mathrm{He} Z_{i}\right)-S_{i} S_{i}^{\mathrm{H}}\right) \\
& =\varepsilon \operatorname{tr} \operatorname{He} Z_{i}-\left\|S_{i}\right\|_{\mathrm{F}}^{2}<0 .
\end{aligned}
$$

The $\|\cdot\|_{\mathrm{F}}$ is the Frobenius norm.
Case 2) For $i \in\left\{m_{r}+1, \cdots, m_{r}+m_{c}\right\}$ the $E_{i}$ is any Hermitian positive definite matrix. Retr $Z_{i} E_{i} \geq 0$ for all such $E_{i}$ iff $\mathrm{He} Z_{i} \geq 0$. This follows from the fact that Retr $Z_{i} \mathrm{E}_{\mathrm{i}}$ equals $\operatorname{tr} \bar{E}_{i}^{1 / 2}\left(\mathrm{He} Z_{i}\right) E_{i}^{1 / 2}$.
Case 3) For $i \in\left\{m_{r}+m_{c}+1, \cdots, m_{r}+m_{c}+m_{C}\right\}$ the $E_{i}$ is any matrix of the form $E_{i}=d_{i} I$ with $0<d_{i} \in R$. $\operatorname{Retr} \mathrm{Z}_{\mathrm{i}} \mathrm{E}_{\mathrm{i}} \geq 0$ for all such $E_{i}$ iff Retr $\mathrm{Z}_{\mathrm{i}} \geq 0$.
Next we derive a characterization of $\mu_{X}$ in similar terms. For that we need the following lemma, which is readily proved.

Lemma III. 4 (Three Little Lemmas): Let $f, g$ be two column vectors of the same dimension.

1) $(f-g)(f+g)^{\mathrm{H}}$ is Hermitian and $\geq 0$ iff $g=\delta f$ for some $\delta \in[-1,1]$.
2) The Hermitian part of $(f-g)(f+g)^{\mathrm{H}}$ is $\geq 0$ iff $g=\delta f$ for some $\delta \in C$ with $|\delta| \leq 1$.
3) $\operatorname{Retr}(f-g)(f+g)^{H}=\|f\|_{2}^{2}-\|g\|_{2}^{2}$. Hence $\operatorname{Retr}(f-g)(f+$ $\mathrm{g})^{\mathrm{H}} \geq 0$ iff $g=\Delta f$ for some matrix $\Delta$ with $\|\Delta\| \leq 1$.
Lemma III. 5 (Dual Characterization of $\mu_{X}$ ): Let $X$ be any structure (1). Then, $\mu_{X}(M) \geq \alpha$ iff there is a nonzero vector $t \in C^{n}$ such that

$$
\begin{equation*}
\operatorname{Retr}(\mathrm{M}-\alpha \mathrm{I}) \mathrm{tt}^{\mathrm{H}}\left(\mathrm{M}^{\mathrm{H}}+\alpha \mathrm{I}\right) \mathrm{E} \geq 0, \quad \forall \mathrm{E} \in \mathcal{D}_{\mathrm{X}}+\mathrm{j} \mathcal{G}_{\mathrm{X}} \tag{7}
\end{equation*}
$$

Equivalently, $\mu_{X}(M) \geq \alpha$ iff there is a nonzero vector $t \in C^{n}$ such that

$$
\begin{cases}Z_{i} \text { is Hermitian and } \geq 0, & \forall i \in\left\{1, \cdots, m_{r}\right\},  \tag{8}\\ \operatorname{He} Z_{i} \geq 0, & \forall i \in\left\{m_{r}+1, \cdots, m_{r}+m_{c}\right\}, \\ \operatorname{Retr} Z_{i} \geq 0, & \forall i \in\left\{m_{r}+m_{c}+1, \cdots\right\} .\end{cases}
$$

Here $Z_{i}$ is the $i$ th block on the diagonal of $(M-\alpha I) t t^{\mathrm{H}}\left(M^{\mathrm{H}}+\alpha I\right)$ as partitioned compatibly with $X$.

Proof: The equivalence of (7) and (8) was shown earlier. We prove that $\mu_{X}(M) \geq \alpha$ iff (8) holds. Note that each $Z_{i}$ can be written as the product of a column vector and a row vector as

$$
\left.\left.\begin{array}{rl}
Z_{i}= & {\left[\begin{array}{lll}
M_{i 1} & \cdots & M_{i(i-1)} \\
M_{i i}-\alpha I & M_{i(i+1)} & \cdots
\end{array}\right] t} \\
& \times\left(\left[\begin{array}{lll}
M_{i 1} & \cdots & M_{i(i-1)}
\end{array} M_{i i}+\alpha I\right.\right.  \tag{9}\\
M_{i(i+1)} & \cdots
\end{array}\right] t\right)^{\mathrm{H}} .
$$

We will formulate necessary and sufficient conditions for (8) to hold. We distinguish the three cases.

Case 1) Let $i \in\left\{1, \cdots, m_{r}\right\}$. By Lemma III.4-1) we have that (9) is Hermitian and $\geq 0$ iff $[0 \cdots 0 \alpha I 0 \cdots 0] t=$ $\delta_{i}\left[M_{i 1} \cdots M_{i\left(m_{r}+m_{c}+m_{C}\right)}\right] t$ for some $\delta_{i} \in[-1,1]$.
Case 2) Let $i \in\left\{m_{r}+1, \cdots, m_{r}+m_{c}\right\}$. By Lemma III.42) we have that the Hermitian part of (9) is $\geq 0$ iff $[0 \cdots 0 \alpha I 0 \cdots 0] t=\delta_{i}\left[M_{i 1} \cdots M_{i\left(m_{r}+m_{c}+m_{C}\right)}\right] t$ for some $\delta_{i} \in C$ with $\left|\delta_{i}\right| \leq 1$.
Case 3) Let $i \in\left\{m_{r}+m_{c}+1, \cdots, m_{r}+m_{c}+m_{C}\right\}$. By Lemma III.4-3) the real part of the trace of (9) is $\geq 0$ iff $\left[\begin{array}{llll}0 & \cdots & \alpha I & 0\end{array} \cdots 0\right] t=\Delta_{i}\left[\begin{array}{lll}M_{i 1} & \cdots & M_{i\left(m_{r}+m_{c}+m_{C}\right)}\end{array}\right] t$ for some $\Delta_{i}$ with $\left\|\Delta_{i}\right\| \leq 1$.

The three cases combined show that there is a nonzero $t$ that satisfies (8) if and only if $(\alpha I-\Delta M) t=0$ for some $t$ and some $\Delta=\operatorname{diag}\left(\delta_{1}, \cdots, \delta_{m_{r}}, \delta_{m_{r}+1}, \cdots, \delta_{m_{r}+m_{c}}, \Delta_{1}, \cdots, \Delta_{m_{C}}\right) \in X$ with $\|\Delta\| \leq 1$, i.e., iff $\mu_{X}(M) \geq \alpha$.

In summary, the results in this section say that $\nu_{X}(M) \geq \alpha$ iff a nonzero $W=W^{\mathrm{H}} \geq 0$ exists with certain properties (6) and that $\mu_{X}(M) \geq \alpha$ iff $W$ can be chosen to have rank one. Another interpretation, which is more in line with that of Packard and Doyle [3] and Rantzer [7], is as follows. The set

$$
\left\{(M-\alpha I) W\left(M^{\mathrm{H}}+\alpha I\right): W=W^{\mathrm{H}} \geq 0\right\}
$$

is the convex hull of the set

$$
\Theta:=\left\{(M-\alpha I) t t^{\mathrm{H}}\left(M^{\mathrm{H}}+\alpha I\right): t \in C^{n}\right\}
$$

Therefore, $\nu_{X}(M) \geq \alpha$ iff the convex hull of $\Theta$ has certain properties, whereas $\mu_{X}(M) \geq \alpha$ iff $\Theta$ itself has those properties.
We end this section with an application which shows the potential of the dual characterizations. Young [6] was the first to prove the following lemma, but whereas his proof is rather cumbersome, the proof based on dual characterizations is only a few lines.
Lemma III. 6 (Rank-One Matrices, cf. [6]): $\mu_{X}(M)=\nu_{X}(M)$ if $M$ has rank one.

Proof: It suffices to show that $\nu_{X}(M) \geq \alpha$ implies $\mu_{X}(M) \geq$ $\alpha$.

Suppose $\nu_{X}(M) \geq \alpha$. Therefore, there is a nonzero nonnegative definite $W=W^{\mathrm{H}}$ for which $(M-\alpha I) W\left(M^{\mathrm{H}}+\alpha I\right)$ satisfies (6). Let $x, y \in C^{n}$ be such that $M=x y^{\mathrm{H}}$, and decompose $W$ compatibly with that as
$W=t t^{\mathrm{H}}+\widehat{W}$, in which $\widehat{W} y=0, \widehat{W}=\widehat{W}^{\mathrm{H}} \geq 0$ and, $t \in C^{n}$.
If $W^{1 / 2} y=0$ the above is satisfied for $t=0, \widehat{W}=W$, and if $W^{1 / 2} y \neq 0$, we can take $t=\left(1 / \sqrt{y^{\mathrm{H}} W y}\right) W y$ and $\widehat{W}=$ $W-\left(1 / y^{\mathrm{H}} W y\right) W y y^{\mathrm{H}} W$. Then we have

$$
\begin{aligned}
(M-\alpha I) t t^{\mathrm{H}}\left(M^{\mathrm{H}}+\alpha I\right) & =\left(x y^{\mathrm{H}}-\alpha I\right)(W-\widehat{W})\left(y x^{\mathrm{H}}+\alpha I\right) \\
& =(M-\alpha I) W\left(M^{\mathrm{H}}+\alpha I\right)+\alpha^{2} \widehat{W} .
\end{aligned}
$$

By assumption, $(M-\alpha I) W\left(M^{\mathrm{H}}+\alpha I\right)$ satisfies (6), but then so does $(M-\alpha I) t t^{\mathrm{H}}\left(M^{\mathrm{H}}+\alpha I\right)$ because $\alpha^{2} \widehat{W}$ is Hermitian and $\geq 0$. Moreover, the vector $t$ is nonzero, because otherwise $(M-\alpha I) W\left(M^{\mathrm{H}}+\alpha I\right)=-\alpha^{2} \widehat{W}=-\alpha^{2} W \leq 0$ which would have contradicted (6). Hence $\mu_{X}(M) \geq \alpha$.

$$
\text { IV. The Case } X=\operatorname{diag}\left(R I_{m}, C^{p \times p}\right)
$$

In this section we prove that $\mu_{X}=\nu_{X}$ if the structure has the form $X=\operatorname{diag}\left(R I_{m}, C^{p \times p}\right)$. A straightforward application of Lemma III. 3 and Lemma III. 5 is as follows.

Corollary IV.1: Let $X=\operatorname{diag}\left(R I_{m}, C^{p \times p}\right)$. Then $\nu_{X}(M) \geq \alpha$ iff a nonzero Hermitian $W \geq 0$ exists such that

$$
\left\{\begin{array}{l}
{\left[\begin{array}{ll}
M_{11}-\alpha I_{m} & M_{12}
\end{array}\right] W\left[\begin{array}{c}
M_{11}^{\mathrm{H}}+\alpha I_{m} \\
M_{12}^{\mathrm{H}}
\end{array}\right] \text { is Hermitian and } \geq 0,}  \tag{10}\\
\operatorname{Retr}\left[\begin{array}{ll}
M_{21} & M_{22}-\alpha I_{p}
\end{array}\right] \mathrm{W}\left[\begin{array}{c}
M_{21}^{\mathrm{H}} \\
M_{22}^{\mathrm{H}}+\alpha I_{p}
\end{array}\right] \geq 0 .
\end{array}\right.
$$

Moreover, $\mu_{X}(M) \geq \alpha$ iff a $W=W^{\mathrm{H}} \geq 0$ of rank one exists with these properties (10).

Lemma IV. 2 (Technical Result): Let $F$ and $G$ be complex matrices of the same dimensions.

1) If $F$ and $G$ have full column rank, then $F G^{\mathrm{H}}=G F^{\mathrm{H}} \geq 0$ if and only if $F=G Q$ for some $Q=Q^{\mathrm{H}}>0$.
2) If a $W=W^{\mathrm{H}} \geq 0$ of rank $n$ is such that

$$
F W G^{\mathrm{H}} \text { is Hermitian and } \geq 0
$$

then there exist $n$ nonzero column vectors $t_{k}$ such that $W=$ $\sum_{k=1}^{k=n} t_{k} t_{k}^{\mathrm{H}}$ and
$F t_{k} t_{k}^{\mathrm{H}} G^{\mathrm{H}}$ is Hermitian and $\geq 0, \quad$ for all $k \in\{1, \cdots, n\}$.
Proof:

1) If $F=G Q$ for some $Q=Q^{\mathrm{H}}>0$, then obviously $F G^{\mathrm{H}} \geq 0$. Conversely, suppose $F$ and $G$ have full column rank and $F G^{\mathrm{H}}=G F^{\mathrm{H}} \geq 0$. Then $F G^{\mathrm{H}} G=G F^{\mathrm{H}} G$ so that $F=G Q$ with $Q=\left(F^{\mathrm{H}} G\right)\left(G^{\mathrm{H}} G\right)^{-1} . Q=Q^{\mathrm{H}} \geq 0$ because $G^{\mathrm{H}} G$ is invertible and $\left(G^{\mathrm{H}} G\right) Q\left(G^{\mathrm{H}} G\right)=\left(G^{\mathrm{H}} G\right) F^{\mathrm{H}} G=$ $G^{\mathrm{H}}\left(G F^{\mathrm{H}}\right) G \geq 0 . Q$ is in fact nonsingular because $F=G Q$ has full column rank.
2) By induction in $n$ (which is the rank of $W$ ), if $n=1$, or $n=0$, then obviously the result is correct. Now consider $n>1$. Write $W$ as $W=V V^{\mathrm{H}}$ with $V$ having $n$ columns.
First consider the case that $F W G^{\mathrm{H}}=(F V)(G V)^{\mathrm{H}}$ has rank strictly less than $n$. Then either $F V$ or $G V$ does not have full column rank. So there is a unitary vector $t$ such that either $F V t$ or $G V t$ is zero. Define $\widehat{W}$ as

$$
\widehat{W}=W-V t t^{\mathrm{H}} V^{\mathrm{H}}=V\left(I-t t^{\mathrm{H}}\right) V^{\mathrm{H}}
$$

and note that $\widehat{W} \geq 0$, that it has rank $n-1$, and that $F \widehat{W} G^{\mathrm{H}}=$ $F W G^{\mathrm{H}}-F V t t^{\mathrm{H}} V^{\mathrm{H}} G^{\mathrm{H}}=F W G^{\mathrm{H}}$ is nonnegative definite. By induction, therefore, there exist nonzero $\left\{t_{k}\right\}$ such that

$$
\widehat{W}=\sum_{k=1}^{n-1} t_{k} t_{k}^{\mathrm{H}}
$$

and such that $F t_{k} t_{k}^{\mathrm{H}} G^{\mathrm{H}}$ is Hermitian and $\geq 0$ for all $k \in\{1, \cdots, n-$ $1\}$. Finally, with $t_{n}$ defined as $t_{n}:=V t$ we have that

$$
W=\widehat{W}+t_{n} t_{n}^{\mathrm{H}}=\sum_{k=1}^{n} t_{k} t_{k}^{\mathrm{H}}
$$

and that $F t_{k} t_{k}^{\mathrm{H}} G^{\mathrm{H}}$ is Hermitian and $\geq 0$ for every $k \in\{1, \cdots, n\}$.
Now suppose that $F W G^{\mathrm{H}}=(F V)(G V)^{\mathrm{H}}$ has rank $n$. Then by 1) we have that $F V=G V Q$ for some $Q=Q^{\mathrm{H}}>0$. Let $Q=U D U^{\mathrm{H}}$ be an eigenvalue decomposition of $Q$. Therefore, $F V U=G V U D$. Define $t_{k}$ as the $k$ th column of $V U$. Then $W=V V^{\mathrm{H}}=(V U)(V U)^{\mathrm{H}}=\sum_{k} t_{k} t_{k}^{\mathrm{H}}$, and since $F t_{k}=G t_{k} d_{k}$ (where $0<d_{k}$ is the $k$ th diagonal entry of $D$ ), we also have that $F t_{k} t_{k}^{\mathrm{H}} G^{\mathrm{H}}$ is Hermitian and $\geq 0$.

Theorem IV.3:

$$
\mu_{X}=\nu_{X} \text { if } X=\operatorname{diag}\left(R I_{m}, C^{p \times p}\right)
$$

Proof: Since $\mu_{X}(M) \leq \nu_{X}(M)$ it suffices to prove that $\nu_{X}(M) \geq \alpha$ implies $\mu_{X}(M) \geq \alpha$.

Suppose $\nu_{X}(M) \geq \alpha$. Then by Corollary IV. 1 there is a nonzero $W=W^{\mathrm{H}} \geq 0$ that satisfies (10). By Lemma IV.2-2) we can write this $W$ as $W=\sum_{k} t_{k} t_{k}^{\mathrm{H}}$ such that for all $k$

$$
\left[\begin{array}{ll}
M_{11}-\alpha I & M_{12}
\end{array}\right] t_{k} t_{k}^{\mathrm{H}}\left[\begin{array}{c}
M_{11}^{\mathrm{H}}+\alpha I \\
M_{12}^{\mathrm{H}}
\end{array}\right] \text { is Hermitian and } \geq 0 .
$$

Since $W=\sum_{k} t_{k} t_{k}^{H}$ satisfies (10), there is at least one index $k$, say $k=l$, that also satisfies

$$
\operatorname{Retr}\left[\begin{array}{ll}
\mathrm{M}_{21} & \left.\mathrm{M}_{22}-\alpha \mathrm{I}\right] \mathrm{t}_{1} \mathrm{t}_{1}^{\mathrm{H}}\left[\begin{array}{c}
\mathrm{M}_{21}^{\mathrm{H}} \\
\mathrm{M}_{22}^{\mathrm{H}}+\alpha \mathrm{I}
\end{array}\right] \geq 0 . . . . . ~
\end{array}\right.
$$

Hence $W:=t_{l} t_{l}^{\mathrm{H}}$ is a rank-one matrix that satisfies (10) so that $\mu_{X}(M) \geq \alpha$.

TABLE I
When $\mu_{X}=\nu_{X}$ Is Guaranteed

|  | $m_{C}=0$ | $m_{C}=1$ | $m_{C}=2$ | $m_{C}=3$ |
| :---: | :---: | :---: | :---: | :---: |
| $m_{r}=0$ |  | Yes. | Yes. | Yes. |
| $m_{c}=0$ |  | See 3$]$ | See [3] | See [3] |
| $m_{r}=0$ | Yes. | Yes. | No. |  |
| $m_{c}=1$ | See [3] | See [3] | See [3] |  |
| $m_{r}=1$ | Yes. | Yes. | No. |  |
| $m_{c}=0$ | Thm. IV.3 | Thm. IV.3 | Ex. V.1 |  |
| $m_{r}=1$ | No. |  |  |  |
| $m_{c}=1$ | Ex.V.2 |  |  |  |
| $m_{r}=0$ | No. |  |  |  |
| $m_{c}=2$ | See [3] |  |  |  |
| $m_{r}=2$ | No. |  |  |  |
| $m_{c}=0$ | See [10] |  |  |  |

## V. Losslessness of $(D, G)$ Scaling

Building on work by [1], Packard and Doyle [3] showed that $\mu_{X}=\nu_{X}$ whenever

$$
\begin{equation*}
m_{r}=0, \quad 2 m_{c}+m_{C} \leq 3 \tag{11}
\end{equation*}
$$

Together with the results of Section IV, we thus have that $\mu_{X}=\nu_{X}$ for any of the structures $X$ for which

$$
\begin{equation*}
2\left(m_{r}+m_{c}\right)+m_{C} \leq 3 \tag{12}
\end{equation*}
$$

Packard and Doyle [3] further show by examples that $\mu_{X}(M)<$ $\nu_{X}(M)$ can occur within any complex structure with $2 m_{c}+m_{C}>3$ (and $m_{r}=0$ ). For $m_{r}=2$ it is possible to find $2 \times 2$ matrices $M \in C^{2 \times 2}$ such that $\mu_{X}(M)$ is less than $\nu_{X}(M)$ (see [10]). Table I details (12) and gives references for the different cases.

In this section we give two more examples that complete the picture in that they-combined with the other examples-show that for any structure $X$ that violates (12) there exist matrices $M$ such that $\mu_{X}(M)<\nu_{X}(M)$.

Example V.1: Let $X=\operatorname{diag}(R, C, C)$ and take

$$
M=\left[\begin{array}{lll}
0 & 1 & j \\
j & 0 & 1 \\
1 & 1 & 0
\end{array}\right]
$$

The claim is that $\mu_{X}(M)=1$ and that $\nu_{X}(M)=\sqrt{3}$.
The spectral norm of $M$ is $\|M\|=\sqrt{3}$, so we have $\nu_{X}(M) \leq \sqrt{3}$. Furthermore, for the Hermitian nonnegative definite $W$ defined as

$$
W=\left[\begin{array}{rrr}
2 & 1 & -j \\
1 & 2 & j \\
j & -j & 2
\end{array}\right]
$$

we have that

$$
(M-\sqrt{3} I) W\left(M^{\mathrm{H}}+\sqrt{3} I\right)=\left[\begin{array}{lll}
0 & ? & ?  \tag{13}\\
? & 0 & 0 \\
? & 0 & 0
\end{array}\right]
$$

(The "?" denotes an irrelevant entry.) Since all diagonal entries of (13) are zero, it follows from Lemma III. 3 that $\nu_{X}(M) \geq \sqrt{3}$. Hence $\nu_{X}(M)=\sqrt{3}$.

Calculation shows that $I_{3}-\operatorname{diag}\left(\delta_{1}, \delta_{2}, \delta_{3}\right) M$ is singular iff

$$
\begin{equation*}
\delta_{2} \delta_{3}+j \delta_{1}\left(\delta_{2}+\delta_{3}\right)-1=0 \tag{14}
\end{equation*}
$$

Suppose $\delta_{1} \in[-1,1]$ and that $\left|\delta_{3}\right|<1$. Then the $\delta_{2}$ for which (14) holds equals $\delta_{2}=\left(1-j \delta_{1} \delta_{3}\right) /\left(j \delta_{1}+\delta_{3}\right)$, and it satisfies

$$
\left|\delta_{2}\right|^{2}=\left|\frac{1-j \delta_{1} \delta_{3}}{j \delta_{1}+\delta_{3}}\right|^{2}=\frac{1+\delta_{1}^{2}\left|\delta_{3}\right|^{2}-2 \delta_{1} \operatorname{Im}\left(\delta_{3}\right)}{\delta_{1}^{2}+\left|\delta_{3}\right|^{2}-2 \delta_{1} \operatorname{Im}\left(\delta_{3}\right)} \geq 1
$$

Therefore, $\max _{i}\left|\delta_{i}\right| \geq 1$ for every solution of (14). Since $\left(\delta_{1}, \delta_{2}, \delta_{3}\right)=(1, j,-j)$ is a solution of (14) for which $\max _{i}\left|\delta_{i}\right|=1$, we have that $\mu_{X}(M)=1$.

Example V.2: Let $X=\operatorname{diag}\left(R, C I_{2}\right)$ and take the same $M$ as in the previous example. From (13) we infer also that for this structure $\nu_{X}(M) \geq \sqrt{3}$. Since $\nu_{X}(M) \leq\|M\|=\sqrt{3}$, we have, again, that $\nu_{X}(M)=\sqrt{3}$. It further follows from the previous example that $I_{3}-\operatorname{diag}\left(\delta_{1}, \delta_{2} I_{2}\right) M$ is singular iff

$$
\delta_{2}^{2}+j 2 \delta_{1} \delta_{2}-1=0
$$

The solutions $\delta_{2}=-j \delta_{1} \pm \sqrt{1-\delta_{1}^{2}}$ have absolute value one for every $\delta_{1} \in[-1,1]$. Hence $\mu_{X}(M)=1<\nu_{X}(M)$.

## VI. A Variation of the KYP Lemma

An application of the KYP lemma [11]-[13], called the strictly positive real lemma, is known to be equivalent to the fact that $\mu_{X}=\nu_{X}$ for the complex structures $X=\operatorname{diag}\left(C I_{m}, C^{p \times p}\right)$ [3]. In this section we rephrase Theorem IV. 3 as a KYP-type result.
Lemma VI.1: Suppose $G$ is a square rational matrix with realization $G(s)=C(s I-A)^{-1} B+D$, and consider the following linear matrix inequality in $P$ :

$$
\left[\begin{array}{cc}
P A+A^{\mathrm{H}} P^{\mathrm{H}} & P B-C^{\mathrm{H}}  \tag{15}\\
-C+B^{\mathrm{H}} P^{\mathrm{H}} & -D-D^{\mathrm{H}}
\end{array}\right]<0
$$

Then:

1) there is a Hermitian $P=P^{\mathrm{H}}>0$ that satisfies (15) iff $A$ is stable and $G(s)+[G(s)]^{H}>0$ for all $s$ in the closed right half-plane, including $\infty$;
2) there is a $P$ (Hermitian or not) with $\mathrm{He} P>0$ that satisfies (15) iff $A$ has no eigenvalues on the positive real line $[0, \infty)$ and $G(s)+[G(s)]^{\mathrm{H}}>0$ for all $s \in[0, \infty)$, including $\infty$;
3) there is a $P$ (Hermitian or not) that satisfies (15) iff $A$ is nonsingular and $G(s)+[G(s)]^{\mathrm{H}}>0$ at $s=0$ and $s=\infty$.
Proof: Item 1) is the strictly positive real lemma in an inequality version (see, e.g., [14]). Item 3) can be shown using [15, Lemma 3.1]. Items 1) and 3) are included for comparison only. We prove Item 2). Define $E$ and $N$ as

$$
E=\left[\begin{array}{ll}
P & 0 \\
0 & I
\end{array}\right], \quad N=\left[\begin{array}{rr}
A & B \\
-C & -D
\end{array}\right]
$$

and note that (15) is nothing but $E N+N^{\mathrm{H}} E^{\mathrm{H}}=2 \mathrm{He} E N<0$. If He $P>0$ and $P$ satisfies (15), then $I-N$ is invertible because He $E(I-N)=\mathrm{He} E-\mathrm{He} E N>0$. Define $M=(I-N)^{-1}(I+N)$. Then $M+I=2(I-N)^{-1}$ is invertible and $N=(M-I)(M+I)^{-1}$. Let $X=\operatorname{diag}\left(R I_{m}, C^{p \times p}\right)$. We have that $\exists P$ such that (15) holds and $\mathrm{He} P>0$ :

$$
\begin{aligned}
& \Leftrightarrow \exists E \in \mathcal{D}_{X}+j \mathcal{G}_{X} \text { s.t. } \operatorname{He} E N<0 ; \\
& \Leftrightarrow \exists E \in \mathcal{D}_{X}+j \mathcal{G}_{X} \\
& \text { s.t. } \operatorname{He} E(M-I)(I+M)^{-1}<0 ; \\
& \Leftrightarrow \exists E \in \mathcal{D}_{X}+j \mathcal{G}_{X} \text { s.t. } \operatorname{He}\left(I+M^{\mathrm{H}}\right) E(M-I)<0 ; \\
& \Leftrightarrow \nu_{X}(M)<1 \Leftrightarrow \mu_{X}(M)<1 ; \\
& \Leftrightarrow I-M \operatorname{diag}\left(\delta_{1} I_{m}, \Delta_{2}\right) \text { is nonsingular for all } \delta_{1} \in[-1,1] \text { and } \\
&\left\|\Delta_{2}\right\| \leq 1 ; \\
& \Leftrightarrow(I-N)-(I+N) \operatorname{diag}\left(\delta_{1} I_{m}, \Delta_{2}\right) \text { is nonsingular for all } \\
& \delta_{1} \in[-1,1] \text { and }\left\|\Delta_{2}\right\| \leq 1 ; \\
& \Leftrightarrow {\left[\begin{array}{cc}
\left(1-\delta_{1}\right) I-\left(1+\delta_{1}\right) A & -B\left(I+\Delta_{2}\right) \\
\left(I+\delta_{1}\right) C & I-\Delta_{2}+D\left(I+\Delta_{2}\right)
\end{array}\right] \text { is nonsin- } }
\end{aligned}
$$ gular for all $\delta_{1} \in[-1,1]$ and $\left\|\Delta_{2}\right\| \leq 1$;

$\Leftrightarrow A$ has no eigenvalues on $[0, \infty)$, and $\left(I-\Delta_{2}\right)+G\left(\frac{1-\delta_{1}}{1+\delta_{1}}\right)(I+$ $\Delta_{2}$ ) is nonsingular for all $\delta_{1} \in[-1,1]$ and $\left\|\Delta_{2}\right\| \leq 1$;
$\Leftrightarrow A$ has no eigenvalues on $[0, \infty)$, and $I-(I+G(s))^{-1}(I-$ $G(s)) \Delta_{2}$ is nonsingular for all $s \in[0, \infty) \cup \infty$ and $\left\|\Delta_{2}\right\| \leq 1 ;$
$\Leftrightarrow A$ has no eigenvalues on $[0, \infty)$ and $G(s)+[G(s)]^{\mathrm{H}}>0$ for all $s \in[0, \infty) \cup \infty$.
Lemma VI. 1 remains valid if the matrices $B, C$, and $D$ are void. In that case, Lemma VI.1-2) reads as a variation of a Lyapunov stability condition.

Corollary VI.2: A matrix $A \in C^{n \times n}$ has no eigenvalues on the positive real line $[0, \infty)$ iff there is $P \in C^{n \times n}$ such that

$$
P A+A^{\mathrm{H}} P^{\mathrm{H}}<0, \quad \mathrm{He} P>0 .
$$
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