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Abstract—The time-interleaved architecture permits imple- the compensation in the frequency domain [7]. The drawback
menting high frequency analog-to-digital converters (ADCs) by of this approach is that, being a frequency domain method,
multiplexing the output of several time-shifted low frequency it theoretically requires the batch processing of the “wehol
ADCs. An issue in the design of a time-interleaved ADC is . N . . .
the compensation of timing mismatch, which is the difference hlstor_y of the_ sampled signal, which p_reYe”ts its usage for
between the ideal and the real sampling times. In this paper real time applications. To go around this issue, a number of
we propose a compensation method which, as opposite to othermethods have been proposed which carry out the compensation
approaches, do not make a bandlimited assumption on the ysing multirate filterbanks [8], [9], [10]. We give an oveswi
signal to be sampled. The proposed compensation is designedof these methods in Section Il

in a statistically optimal sense, to minimize the power of the . . .
reconstruction error in the samples, for a given input signal A common assumption of the methods in [8], [9], [10] is that

power spectrum. Due to the non-bandlimited assumption, perfect the signal to be sampled is bandlimited. Under this aSS!nmpt_i
reconstruction is not possible in general. However, if the input all methods are able to achieve perfect reconstruction, (i.e

signal is bandlimited, the proposed method achieves perfect the contribution of the timing mismatch to the overall SINAD
reconstruction, if no constraints are made in the order of is completely removed), if the order of the compensation is

the compensation. Simulation results show that the proposed . . . .
compensation outperforms the other methods, in terms of the not truncated. The arguable point of doing so is that this

reconstruction error power, for a given fixed compensation orér, Might not be a realistic assumption in many applications. To
except for signal having large zero regions in their power address this issue, we propose in this paper a filterbardabas
spectrum. A generalization of the proposed method solves this method which uses the knowledge of the power spectrum
drawback, and will be addressed in a journal version. of the signal to be sampled, to carry out a compensation
in a statistically optimal (least-mean-squares (LMS))sgen
The proposed compensation is derived as a (matrix) Wiener

A high speed analog-to-digital converter (ADC) can be reiiter [11]. However, we point out in Section V that, like
alized by using the so-called time-interleaved architecfll]. the methods in [8], [9], [10], it is equivalent to a filterbank
In th|S teChniqUe, D Channel time'interleaved ADC Consist%ompensation. Since the proposed method iS designed for
of D ADCs (called channel ADCs) having the same samplingon-pandlimited signals, it obviously cannot achieve @etrf
rate but different sampling phases, as if they were a singi&onstruction in general. However, as we show in Sectign VI
converter operating at B times higher sampling rate. Recentt does so in the bandlimited case, if no constraints are made
high-speed ADCs using this technology achieve sampliresrain the order of the compensation.
of up to 20 GS/s [2]. Throughout the paper we use the following:

In spite of its conceptual simplicity, a drawback of the
time-interleaved technique is that mismatches betwedardif Notation: Continuous-time signals are denoted using non-
ent channel ADCs deteriorate the overall signal-to-naise- bold letters (e.g..X(¢)) and discrete-time signals using bold
distortion ratio (SINAD). Compensation methods for diéiet letters (e.9.X(k)). Thez-transform of a discrete-time signal is
types of mismatches (gain, offset, jitter and timing) arailav denoted byX(z), andX*(z) denotes the transpose conjugate

I. INTRODUCTION

able, for which a survey can be found in [3]. qf X(;). Final_ly, X Y denotes the convolution of discrete-
In this paper we consider the problem of timing mismatctme signals, i.e.,
compensation, which is the difference between the ideal and (X * Y)(k):ZX(Z)Y(k —1)

the real sampling time of each channel ADC. A first step in
a timing mismatch compensation strategy consists in estima
ing the mismatches. To this end, a number of methods ar@atrix pseudoinverse: Let Mt denote the (Moore-

available [4], [5], [6]. The timing mismatch information iSPenrose) pseudoinverse [12] of the matfik. For any M,
then used to design a compensation, which can be done usjqg following conditions hold:

different available approaches. An early method carriels ou

lez

MMM = M (1)
This work was partially developed at the Faculty of MatheosatNuHAG, MMMt = Mt )

University of Vienna, with financial support from the EU MariCurie
fellowship MEIF-CT-2006-023728. (M = (M*)t = Mt (3)



Also, if M has a left inverse (i.e., there existé” such that synthesis filterbank, which is implemented by an upsampling
MEYM = I), then operation (i.e.,.D — 1 zero valued samples are added between
t o artagt every two samples), then filtering each component using the
(MN)" = NIM ) array of filtersf,,(z) m = 1,---,M, and finally adding
[I. TIME-INTERLEAVED ADCS together all the resulting signals.

The time-interleaved ADC scheme is depicted in Fi§.

The continuous-time input signal(t) is a stationary random x(t) KT Z(f)
process which is sampled usidg slow rate channel ADCs, kDT y1(k) o
operating at sampling frequendy DT, but having different s Y1
sampling phases. Théth ADC’s sampling phase is denoted Bl > D fi(z) 3 (k)
by t,, i.e., its outputyy(k) is given by kDT ys(k)
(k) - cl2s " T Dl fa(2)

va(k) = z(tq + kDT) (5) - - -
The outputSy(%(k:),. d =1,---,D are then muI.tipIexed to : kDT yu (k) : :
generate the time-interleaved ADC outpt(t), which has an Lpcivs | i1 Dplfi(2)
average rate of /7.

<> <>
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Fig. 2. Filterbank-based timing mismatch compensation scheme.
to+ kDT ya(k) . N . . .
y(k) Usmg the scheme in Fig2?, we give a brief overview of
N T the available methods below.
[ ]
° EO: Yao and Thomas proposed in [13] a formula for perfect
reconstruction of a bandlimited continuous-time signalalth
tp + kDT  yp(k) is irregularly sampled with an average rate higher than aakq
to the Nyquist rate. It was shown in [8] that if the sampling
grid is periodic (as is the case in a time-interleaved ADC),
Fig. 1. Time-interleaved analog-to-digital converter soke and the continuous-time signal needs only be reconstructed
in a regular grid (as in (7)), then the reconstruction foranul
Obviously, if the sampling phaség satisfy is equivalent to a filterbank-based reconstruction, as sHow
ta=(d—-1VT, d=1,---,D (6) Fig. ??. In the resulting fi!terbankM = D and the filters
f.(z) m=1,---, M are given by
theny (k) equals the samplesk) that would be obtained by 1. )
using a fast ADC of sampling frequendyT, i.e., f,,(e/*) = 7 fm (T) eI | <

k) =z(k) = z(kT 7 N .
y(k) = (k) := x(kT) () where f,,, (w) denotes the Fourier transform of
However, (6) cannot always be guaranteed in practice, and
M sin (W(t"l‘t'rn_t'rz))

therefore, an estimat&(k) of the regular samples(k) need ) Tt T
to be constructed from the available samplegk), d = fm(t) = sinc MT [ a(tom—t)
1,---,D. n=1n#m SW |\ —3rF

[1l. M ETHODS FORTIMING MISMATCH COMPENSATION  andsinc(x) = sin(x)/z.

As mentioned in Section |, a number of filterbank-based
methods have been proposed to address the timing mismatcBlL: In [9] the synthesis filterbank is designed using digital
compensation problem described in Section 1. A generfifctional delay filters. More precisely,
scheme describing all of them is shown in FiZR2. In this
scheme, the arrangement bf channel ADCs, with its asso-
ciated sampling phases, is considered as an analysisditerband the coefficientss,,, m = 1,---M are designed to
with continuous-time input and discrete-time output, feth minimize the reconstruction error. It is shown that if thetin

by the filters et’"s, m = 1,---M (Wlth S denoting the Signa|x(t) is bandlimited t0|f| < fO and
Laplace variable), whose outputs are synchronously sample D41

at frequencyl/DT. Notice that this scheme permits the use fo < ==, (8)
of oversampling (i.e.,M > D) in the design of the time- AMT
interleaved ADC. The compensation is then done by usingte proposed scheme achieves perfect reconstruction.

f,,(e?) = ame_jthm, m=1,-- M, |w<m



PLH: A different approach is used in [10], where in ordet:(t) kDT ./ Z(k) E(k)\,
-

to design the compensation, the continuous-input/diseret—— 1 : »() ."' >
output analysis filterbank in Fig? is replaced by a discrete- kDT A- o
input/discrete-output filterbank, formed by digital friactal e A ()
delay filters, i.e., S o A-
: o -
h,, (e?* :ejme,mzl,-~-,M7 wl<m “1\Ts kDT " '
() ] Py 2 Ot
Then, the synthesis filterbank is designed to minimize the 5 A-
: . . ; Y (k) Z(k)
reconstruction error of a hypothetical discrete-time algn kDT ./ \
applied to the input of the filterk,,, m = 1,--- , M. This Ll etts | — ' i
analysis filterbank substitution introduces no errot(f) is LDT ¥ z(k)
bandlimited to| f| < 1/T, in which case, this scheme is able | plctas |~ il W(z) »{ MUX
to achieve perfect reconstruction i > D. v v
E v (M times D) |+ E
IV. PROPOSEDMETHOD kDT .. y
LpfefMs i T
The measured sampling grit,,, + kDT : k € Z,m = " "

1,---, M} is irregular and periodic with periodT, while
the desired gridkT : k € Z} is regular with ratel /T. Now, Fig. 3. Proposed compensation scheme.
both grids can be turned into regular sampling grids of rate
1/DT taken on the vector signals
and for eachi =1,--- , D,

Y(t) = [zt +t),2(ta+1), -, a(ta + )] o

Z() = [2(),x(T+1), - ,2((D— )T + )7 Rzylam(k) = E{[Z]a(k)[Y]n(0)}
= &z((d—-1)T + kDT)z(t,)}
= r.(kDT+ (d—1)T —t,)

Hence, we can restate the problem as that of estimating
Z(k) = Z(kDT) from Y (k) = Y/(kDT). This is a classical
problem in estimation theory, and since the (vector) sgnathen, the solution of (9) is given by

Y (k) andZ(k) are stationary random processes, the solution

is given by the so-called Wiener filter [11]. More precisely, W (2) = Szy(2)SL(2) (12)
the estimateZ(k) of Z(k) is given by

where
Z(k) = (WxY)(k
where W (k) denotes the Wiener filter (matrix) impulse re- Szvy = Z{Rzvy}
sponse, which is calculated to minimize the power of the
reconstruction error signdl(k) = Z(k) — Z(k), i.e., V. INTERPRETATION AS AFILTERBANK-BASED

COMPENSATIONMETHOD

— d _ ! 2
W_ar%\,@ng{wm) (W Y)(0)] } ©) As mentioned in Section |, the proposed compensation

) method is equivalent to a filterbank-based method as debicte
where€{-} denotes expected value. The resulting scheme;jsrig 22 Using the so-called polyphase representation of a
shown in Fig.??. filterbank [14], we can interpret th&/ x D transfer matrix

To derive an expression faV (k), let Ry (k) andRzy (k) w (.) as the polyphase representation of a synthesis filterbank
denote the correlation matrix &f (k) and the cross-correlation,, it upsampling factoD and filters

matrix betweerZ(k) andY (k), respectively, i.e.,

D—-1
Ry(k) = &{Y(k)Y*(0)} (10) frn(2) = > 2"Wia(zP), m=1,--- .M  (13)
Rzy(k) = E{Z(k)Y(0)} (11) 4=0

where W, 4(2P) denotes the(m, d)-entry of the transfer

and letr,(t) denote the autocorrelation aft), i.e., . .
ra(t) () matrix W(z). Then, the proposed method provides, for any

re(t) = E{z(t)x(0)} value of M and D, an optimal reconstruction af(k) from
the samples/ (k), and for a prescribed input power spectrum
We have that, for eachh,n =1,--- , M, by = Z{r.}.

A common feature of the methods in Section Il is that
they achieve perfect reconstructionaift) is bandlimited. In
E{a(tm + EMT)x(tn)} the next section we show that the proposed method also enjoys
= r.(kMT + t,, — t,) this property ifM > D.

Ry]mn(k) = E{[Y]n(k)[Y].(0)}



VI. BANDLIMITED CASE

Let z(¢) be bandlimited with support inf| < 1/T. Then,
we can write

z(t) = Zx(kT)sinc

vy (7~ )

Consider the discrete-tim x D transfer matrixA (z), whose
(m,d)-entry A,,, 4(z) has impulse response

A, (k) = sinc (ij + t% —(d- 1))
Then, it is straightforward to see that

Sy(z) = A(2)Sz(2)A%(z)
Szy<2’) = Sz(Z)A*(Z)

We need the following lemma:
Lemma 1: If x(¢t) is bandlimited with support inf| < 1/T
and M > D, then

Szv ()8} (2)Svz(2) = Sz(2)

(14)
(15)

Also, from (2) and Lemma 1 it follows that

W(2)Sy(2)W*(2) = Szy(2)S{(2)Sv(2)SL(2)Svz(2)
= Szv(2)S{(2)8vz(2)
= Sgz(z) (20)

Finally, putting (18), (19) and (20) in (17), we have that

SE(Z) = Sz(z) — Sz(z) — Sz(Z) + Sz(Z)
= 0

implying that the proposed compensation achieves perfect
reconstruction.

VIl. SIMULATION

In order to evaluate the proposed compensation method
we compare its performance with those of the methods
EO, JL and PLH described in Section Ill. To this end
we consider the example used in [9], [10], which uges
channel ADCs {4/ = 5) with no oversampling 0 = 5),
and with sampling phase0,0.967,2.02T,2.997, 4.03T].
This corresponds to the following timing mismatches
[0, —0.04T,0.02T", —0.017,0.03T]. For simplicity, the sam-
pling period isT = 1. However, as opposite to the example

Proof: It was shown in [13] that a bandlimited signal caf? [9]. [10], we consider the input signal to be a random

be perfectly reconstructed from its irregular samples # t
average sampling rate is grater than or equal to the Nyq
rate. In our context, this implies th&(z) has a left inverse

on the unit circle. Hence, for alk| =1,
AT(2)A(z) =1
Now, from (14) and (4), it follows that

SY(2) = AT"(2)S,(x)AT(2) (16)
Combining (15) and (16) we have that
Szy(2)SY(2)Syz(z) = Sz(2)Sy(2)Sz(2)
= Sz(z)
where the second equality follows from (1). [ ]

The z-transformSg(z) of the autocorrelation matriRg of

the error signaE(k) = Z(k) — Z(k) is given by

SE(Z) = Sz(z) — Szy(z)W*(z)
—W(z)Syz(z) + W(z)Sy(2)W™*(z) (17)

Now, using (12) and Lemma 1, we have that

W(2)Syz(2) Szv (2)SY (2)Syz(2)
= Sz(z) (18)
and
Szy(2)W*(z) = (W(2)Syz(2))
= Sy(2)
= Sz(2) (19)

pprocess instead of a sum of sinusoids. This is a more realisti
JAgsumption on the input signal, which corresponds to the

stochastic setting used to derive the proposed compensatio
method.

The filtersf,,,(z) m = 1,--- , M in the EO, JL and PLH
methods, as well as the Wiener filt8 (z) in the proposed
method, have in theory infinite order, and therefore neeckto b
truncated. Following the design in [10] we have truncatesl th
synthesis filters td 50 taps, and we have truncated the order
of W(z) so that its equivalent synthesis filterbank (13) has
the same number of taps.

In order to quantify the performance we use the inverse of
the SINAD, i.e.,

N 5(+)|2
SINAD™ = 10log,, (Zt—ljvz(t) 2(t)l )
> i1 |2()[?

In the first simulation we compare the performances of
the different methods, for several values ©f, when the
input signal is generated as filtered white noise using a
Butterworth lowpass filter (input filter) ob-th order. The
frequency response of one of such filters, with cutoff freopye
w. = 0.3Hz, is shown in Fig.??. The result is shown in
Fig. ??. We see that the proposed method outperforms the
EO, JL and PLH methods, in the whole cutoff frequency
range, but its extra performance is not so clear for highfEuto
frequency values. The reason for this is that, for theseffcuto
frequency values, the performance of all methods is limited
by the amount signal power above the Nyquist frequency.

In the second simulation we repeat the experiment con-
sidering a Butterworth lowpass filter &f-th order for the
input filter. In this case, we observe that the performance
of the proposed method deteriorates at low cutoff frequency




according to (8), the method is suitable for signals withotfut
frequency smaller thaf.3H z (instead of0.5Hz as for the
EO and PLH methods). On the other hand, for very low
frequencies, it outperforms the other methods.

— Butterworth filter of 20th order
- - -Butterworth filter of 5th order

-100

Amplitude [dB]
|
a1
)

Nyquist frequency VI1Il. CONCLUSION

-08 -06 -04 -02 0 02 04 06 ) o
Frequency [Hz] We have proposed a compensation method for timing

mismatches in time-interleaved ADCs. As opposite to other
Fig. 4. Frequency response ofigh and20-th order Butterworth input filter approaches, the proposed method does not require the input
with cutoff frequency 0.3Hz. signal to be bandlimited, hence, perfect reconstruction is

not possible in general. To deal with the non-bandlimited

-2 assumption, the compensation was designed in a statigtical
—a0t } optimal (LMS) sense, i.e., to minimize the power of the
= } reconstruction error in the samples, for a prescribed input
= -60f } signal power spectrum. While the compensation was designed
‘9( | as a Wiener filter, we showed that it is equivalent to a
= -801 —+EO Method filterbank-based compensation. Also, we showed that, under

~JL Method the bandlimited assumption, the proposed method achieves
p prop
-100¢ ~PLH Method i ; ;
perfect reconstruction, if no constraints are made in thkeror
—Proposed Method . . .
-120 ‘ ‘ ‘ ‘ ‘ ‘ of the compensation. Simulation results show that the prego
0 0.1 0.2 0.3 0.4 0.5 0.6 compensation outperforms the other methods, in terms of the

Cutoff H
uofffrequency [z SINAD, for a given fixed compensation order, except for signa

having large spectral zero regions. Due to space limitation

Fig. 5. Performance comparison of different compensation mdefhasing this unusual situation will be dealt with in a journal versio

a 5-th order Butterworth input filter.
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