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Input and Output Quantized Feedback Linear Systems

Daniel F. Coutinho, Minyue Fu, and Carlos E. de Souza

Abstract—Although there has been a lot of research on analysis and syn-
thesis of quantized feedback control systems, most results are developed for
the case of a single quantizer (either measurement quantization or control
signal quantization). In this technical note, we investigate the case of feed-
back control systems subject to both input and output quantization. This is
motivated by the fact that it is common in remotely controlled systems that
measurement and control signals are shared over a single digital network.
More specifically, we consider a single-input single-output linear system
with memoryless logarithmic quantizers. We firstly show that the output
feedback quadratic stabilization problem in this setting can be addressed
with no conservatism by means of a sector bound approach. Secondly, we
provide a sufficient condition for quadratic stabilization via the solution of
ascaled H, control problem. Finally, we analyze a problem of bandwidth
allocation in the communication channel for finite-level input and output
quantizers.

Index Terms—Logarithmic quantizer, quadratic stabilization, quantized
feedback systems, sector bound condition.

I. INTRODUCTION

The study of quantization errors in digital control systems has been
an important area of research ever since digital controllers have been
employed in feedback systems. Early works on quantized feedback
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control concentrated on analyzing the effects of quantization and ways
to mitigate them [1]-[3]. The simplest approach to analyze the ef-
fects of quantized feedback control is to model the quantizer as sector
bounded time-varying uncertainties and apply tools in the absolute sta-
bility theory.

Nowadays, many control systems are remotely implemented via
communication channels with limited bandwidth which we will refer
to as remote control systems. In such systems, the communication link
is commonly shared by different applications and a natural issue is to
minimize the quantity of information needed to be transmitted while
achieving a certain closed-loop performance. In the last few years,
many researchers have investigated this topic; see, e.g., [4]-[10].
From the results proposed in [7], a new line of research focuses on the
quadratic stabilization problem of linear time-invariant (LTI) systems
via quantized feedback using the so-called sector bound approach
[9]. In this approach, the quantizer is assumed to be logarithmic and
static (memoryless). One can cite several advantages in employing
logarithmic quantizers such as the ease on addressing the quadratic
stabilization problem, explicit coarsest quantization density formulae,
and the nice feature of needing only a few bits to approximately
achieve the performance of unquantized feedback systems.

In remote control systems, where the plant and the controller are
physically distant, the sensor information (sent to the controller) and
the control signal (fed back to the plant) are connected via a communi-
cation network. In other words, the feedback information is exchanged
through a shared communication channel among the control system
components (sensors, controller, actuator, etc.), and thus it is natural
to suppose that both control and measurement signals are quantized
[11], [12]. To date, very few works have addressed stability and stabi-
lization problems for input and output quantized feedback systems as,
for instance, [11]-[13]. On the other hand, in applications logarithmic
quantizers are implemented with a finite number of quantization levels.
Thus, we may be interested in minimizing the amount of information
(i.e., the number of quantization levels) needed to assure (practical)
stability when dealing with multiple (input and/or output) information
resources sharing a common communication channel, which we refer
to as the bandwidth allocation problem. In this setting, in [14] the re-
source (or bandwidth in our context) allocation problem for multiple
input quantized control systems was addressed based on a modified
p-synthesis problem.

In this technical note, we study the quantization effects on remote
control systems as illustrate in Fig. 1. We assume that the system and
the controller are physically separated and both the sensor and actuator
share a communication channel. The sensor information is quantized
(via quantizer 1) and sent to the controller, and similarly the control
signal is quantized (via quantizer 2) and sent to the plant. In this setup,
we follow a control theory perspective rather than information theory,
in the sense that the quantizers are independent, static and require no
dynamic encoding/decoding. This setting contrasts with information
theory based approaches, where the two quantizers can be lumped into
one, but this would mean using dynamic quantization and a “smart”
processing before and after each quantizer (encoding and decoding).
Notice that the proposed setup resembles a natural controller imple-
mentation framework. In this scenario, we extend the sector bound ap-
proach [9] to cope with input and output quantization for single-input,
single-output (SISO) linear time-invariant systems under output feed-
back. We show that the problem of quadratic stability of the quan-
tized system can be addressed with no conservatism by means of the
sector bound approach. This result converts the quantized quadratic
stabilization problem into a robust control problem, leading to a suffi-
cient quadratic stabilization condition for the quantized system in terms
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Fig. 1. Input and output quantized feedback control systems.

of a scaled H control problem. Moreover, supposing a practical (fi-
nite-level) implementation of both quantizers, we analyze a bandwidth
allocation problem aiming at minimizing the total number of bits trans-
mitted over the communication channel.

This technical note is organized as follows. The quantized feedback
problem to be addressed is stated in Section II; a key result on the
sector bound approach for quantized output feedback systems with a
single quantizer is reviewed in Section III; the main results of this tech-
nical note on input and output quantized feedback are developed in
Section IV; concluding remarks are presented in Section V.

II. PROBLEM STATEMENT

Consider the quantized feedback system in Fig. 1. The system to be
controlled is modeled by

z(k+ 1) = Az(k) + Bu(k), y(k)= Cu(k) (1)

where A € R"*", B € R™, C' € R**", & is the state, « is the control
signal and y is the measurement. The dynamic feedback controller is
given by
E(k+1)=ALk)+ Bov(k),
w(k) =C&(k) 4+ Deou(k). 2)

The two quantizers are modeled by
v(k) = Qi(y(k)) and u(k) = Q2(w(k)) ©)

where (Q1(-) and ()2 (-) are static logarithmic quantizers with quanti-
zation densities p; and p2, respectively.

Without loss of generality, we assume that (A, B,C) and
(Ac, B, C., D) are minimal realizations and let G(z) and H(z) be
their transfer functions, i.e.,

G(z)=C(zI -—A)'B
H(z)=C.(:I - A.)"'B.+ D.. “)

A logarithmic quantizer Q(-) with quantization density p € (0, 1)
has quantization levels given by

V= {:I:'mj smy=plp. j=0,4£1,£2, .. } U {0} )

where 1 > 0 is a scaling parameter. A small p implies coarse quanti-
zation and a large p means dense quantization. The quantizer Q(-) is
depicted in Fig. 2 and is defined as follows:

i if 2 < o< Pt j=0,+1, 42,
Qe)= 40, ife=0 (6)
—Q(-¢e), ife<0

with 6 = (1 — p)/(1 + p).
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Fig. 2. Logarithmic quantizer (shown for positive input values only).

The closed-loop system can be represented by

{ r(k+ 1) = Ar(k) + BQ2(CLE(R) + DeQi(Ca(k) o)
E(k +1) = A£(k) + BoQu(Cx(k))
which can be rewritten as
Bk +1) = f(a(k).E(k). 81, 62) ®
where
il)T T
r= |:ET :| 9
- N Az + BQ2(Cl + D.Q:1(Cx))
f("/:&vélﬂél) - |: Ac£+BcQ1(C7) (9)

In this technical note, we assume that the input and output quan-
tizers are independent with possibly different quantization densities.
Under these conditions, we address the quadratic stability problem
of the quantized closed-loop feedback system in (8). Furthermore,
assuming finite-level quantizers, we study a bandwidth allocation
problem in the sense that the quantization densities p; of the quan-
tizers Q;(-), i = 1,2, are chosen to minimize the communication
channel bandwidth.

III. PREVIOUS RESULTS

In this section, we review a key result in [9] where the quadratic
stabilization problem of SISO linear feedback systems with a single
quantizer is solved via the sector bound approach and H ., control.

Notice from Fig. 2 that a quantizer (Q(£) can be bounded by a sector
(1+A)z, where A € [—6, §] and consider two possible configurations
involving the system (1), the controller (2) and a quantizer:

Configuration I: The measurement is quantized, i.e., v(k) =
Q1(y(k)), but the control signal is not, i.e., u(k) = w(k); and

Configuration II: The control signal is quantized, ie., u(k) =
Q2 (w(k)), but the measurement is not, i.e., v(k) = y(k).

Considering the controller in (2) for either Configuration I or 11, we
extend a result in [9] as follows.

Theorem 1: Consider system (1) and a single quantizer in Configu-
ration I or II. For a given quantizer density p, this system is quadrati-
cally stabilizable via controller (2) if and only if the auxiliary system

2(k+1)= Ax(k) + Bw(k) 10
{v<k>=<1+A>cw<k), INEY (10

for Configuration I, or
x(k+1) = Ax(k) + B(1+ A)w(k) 1
o(k) = Ca(k), |A] < 8 an
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Fig. 3. Auxiliary system.

for Configuration II, is quadratically stabilizable via controller (2),
where 6 and p are related as in (6). Moreover, for both configurations,
the supremum ds,p of the sector bound § for quadratic stabilization,
which provides the coarsest quantization density pint, is given by

_ —1
boup = (inf 1G(2)]]< ) (12)

where

G(z)H(z)

R R [

C= (Ac-,BCaCc-,Dc)- (13)

Proof: The proof of the equivalence between the quadratic sta-
bility of the quantized and the auxiliary closed-loop systems can be
found in [9, Theorem 3.2] The result on 6+, follows by noting that
since G(z)H(z) = H(z)G(z), then for Configurations I and II the
closed-loop system can be written as an open-loop transfer function
G(z)H(z) and a feedback loop (1 + A). Finally, the solution to sup
follows from the equivalence between quadratic stability and H ., con-
trol, see, e.g., [15]. | |

Remark 1: Note that in [9], the authors addressed the Configuration
II problem by means of a deadbeat observer yielding a result in [9,
Theorem 3.1] different from the result stated in Theorem 1 as above,
which considers a dynamic LTI controller for both Configurations I and
1L O

IV. MAIN RESULTS

In this section, we extend the result of Theorem 1 to the double
quantizer stabilization problem as defined in the closed-loop system
in Fig. 1. Firstly, we show that the quadratic stability analysis problem
can be tackled with no conservatism by two sector bound conditions.
Secondly, a sufficient condition for output feedback quadratic stabi-
lization is derived in terms of a standard H.. control problem. Finally,
we consider a bandwidth allocation problem as an application of the
quadratic stabilization result.

A. Input and Output Sector Bound Conditions

Consider a Lyapunov function candidate V' (z) = z * PZ, with P =
PT > 0, for the closed-loop system (7), or (8), and define
@(il), 5& (517 b2, :)

= f(2,6,61,62) Pf(2,6,61,80) = (1 =)z ' Pz (14)

where ¢ is a positive scalar. Then, along the trajectory of (7) we have

V(#(k+1) - V(@k) < ®(x(k),&(k),61,62,2).  (15)
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Hence, (7) is quadratically stable if and only if there exists some
P =PT > 0ande > 0 such that

B(2,6,61,60,2) <0, V& (16)
Define
(A1, Ay) = [;‘ IH
N [B(l + As) ([0 C.) + D.(14+A)[CO]) an
B.(1+ A)[C0]
and
(A1, As) = A(A1, As) PA(AL, Az) — P. (18)

The first result of this section is given below.

Theorem 2: Consider the closed-loop quantized system (7) and
some given PP = PY > 0. Then, (16) holds for some ¢ > 0 (i.e., (7)
is quadratically stable) if and only if

SZ(A1A2)<O. V|A1| < by, |A2|§§2 (19)

The proof is given in the Appendix.

Remark 2: Theorem 2 implies that the quadratic stabilization
problem for the input-output quantized feedback system can be trans-
formed, with no conservatism, into a standard robust control problem.
This result is strong in the sense that the quadratic stability of the un-
certain system Z(k +1) = A(A1, Ag)Z(k), with |A;] < 6, = 1,2,
is a necessary and sufficient condition for the quadratic stability of the
quantized closed-loop system of (1) and (2). O

B. Quadratic Stabilization

From Theorem 2, it follows that the quadratic stability of the closed-
loop system of (1)—(3) is equivalent to the quadratic stability of the
following auxiliary system:

z(k+1) = Ax(k) + B(1 + Az)w(k)
y(k) = Cax(k)

E(h+1) = Ac(k) + Bo(1+ Ay)y(k)
w(k) = Ceb(k) + De(1+ Av)y(k)

(20)

asillustrated in Fig. 3, where |A1] < 61, |Az| < 82, and the parameters
6; are related to the quantization densities p; via

(1—=pi)

b =—"2%i=12. @21
(1+0i)
Now, define the following auxiliary notation:
. |A+BD.C BC. ~ | BD. B
= et =l
A C 0 A 0 0
¢=|pe o] 2=[p. o] @
q(k) = {m } . p(k) = [m } s qi = y(k),
q2 Y
g2 =w(k), pr = A1qi, p2 = Asga. (23)

Through standard linear fractional transformations [16], system (20)
can be recast in the form

(k+1) = AZ(k) + Bp(k)
q(k) = C(k) + Dp(F)
p(k) = Aq(k), A = diag{A, Aa}

(24)

where |A;| < 6,0 =1,2.
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Let G(,) be the transfer function matrix from p to ¢ of the open-loop
system in (24), i.e.,
G(z)=C(:I-A)~"'B+D. (25)
From well known quadratic stability results [15], system (24) is
quadratically stable if
I7G(2) T *diag{61, 62}l < 1 (26)
where 7 is any invertible diagonal matrix. Without loss of generality,
we can take 7 = diag{1,7},7 > 0.
The discussion above is summarized in the following theorem.
Theorem 3: Consider system (1) and quantizers as in (3) with given

densities p1 and p2. This system is quadratically stabilizable via con-
troller (2) if and only if the auxiliary system

Ao < 6o

{x(k—i—l) = Az(k) + B(1 4+ Ax)w(k), @7

is quadratically stabilizable via controller (2). Moreover, a sufficient
condition for the latter is that (26) holds, where G(z) is as in (25),
7 = diag{l,7},7 > 0, and 61, 6> as in (21). |

Remark 3: For a single quantizer, Theorem 3 becomes equivalent
to Theorem 1, since the small-gain theorem is necessary and sufficient
for quadratic stability with a single uncertainty block [16]. g

Remark 4: It follows from Theorem 3 that a quadratically stabilizing
output feedback controller C for system (1) can be designed via the
scaled H.. control problem in (26). Note that both the controller and
the scaling 7 > 0 need to be jointly designed, leading to a non-convex
problem. Nevertheless, we can perform a line search on 7 and apply
standard LMI approach of H, control to determine the controller, as
for instance, the approach in [17]. 0

Remark 5: Theorem 3 does not address the issue of obtaining upper
bounds for 6; and é>. Nevertheless, these bounds can be determined
numerically via a gridding technique. To this end, we need to define a
procedure to perform the gridding. A possible way is as follows. We
consider only one quantizer, by either setting 61 = 0 or 62 = 0, then
determine upper bounds &; or 82 on &; or 82, respectively, by means of
Theorem 1. This implies that for any §; < &;, i = 1 ori = 2, we can
find an upper bound for é;, j # ¢ such that (26) is satisfied. The latter
procedure leads to a bounding curve in the (61, 62) space. O

C. Bandwidth Allocation

To demonstrate the applicability of the results in the previous sub-
sections, we consider a bandwidth allocation problem where the com-
munication link in Fig. 1 has a fixed bandwidth which is to be allo-
cated between the two quantizers. To motivate the bandwidth alloca-
tion problem, we assume that the logarithmic quantizers ()1 and 2 are
truncated so that their input ranges are [o;, 1 /o] for sufficiently small
o; > 0,1 = 1,2, respectively. This leads to the notion of practical
stability as studied in [7], which implies that the system state trajec-
tory will asymptotically converge to a negligibly small neighborhood
of the origin, provided that the initial state is not very large such that
the quantizers will never saturate (see [7] for further details). From this
assumption, it follows that (26) is still approximately valid. The re-
quirement that oy and o2 are sufficiently small is reasonable because:
(1) this is a common practice for digital control implementation with
linear (or uniform) quantizers; and (ii) logarithmic quantizers have far
larger dynamic ranges than linear quantizers.
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With the assumption that the logarithmic quantizer (J; has an input
range [0, 1 /0], the number of quantization levels in this range is ap-
proximately given by

21n (L)
_Nri ~ —Uq
In (1—)
Pi
following from the simple fact that [7]:
_"\ri 2

lim = .
i 0 Iy (;—) In (;—)

Thus, the total number of bits /V; to be transmitted is given by

Ny = log(2Ny) + log(2N»)
41n (%) 41n (01—2)
In (%) In (é)

Our bandwidth allocation problem aims to minimize the right-hand
side of (28), where o1 and o2 are chosen a priori to be sufficiently
small so that (26) is approximately valid. Note that this minimization
should be carried out subject to (26). Thus, we consider in the sequel
the following cost function:

(28)

= log

(29)

= 1+6 T+6o )
In (1-51) In (1—52)

Hence, the problem becomes to determine 6; and é» by means of the
following optimization problem:

min
C,T,61,62

J (81, 62) subject to (26). (30)

The pair (61, 52) that minimizes (30) can be obtained by gridding
61 from O up to some upper bound dsup, Which is the maximum ad-
missible 4 for one quantizer, and numerically compute 62, C and 7 =
diag{1,7}, 7 > 0, such that (26) holds. The values &7 and 85 such
that J (61, 2) is minimum give the best quantization densities p; =
(1 =61 465)"1i=1,2.

Remark 6: Note that the total number of bits N}, as given in (28)
also depends on the quantizers’ parameters o1 and o2 and their optimal
values should be determined while ensuring practical stability. 0

To illustrate the above result, consider the following system bor-
rowed from [9, Example 3.1]:

z—3

7)) = ————.
G(z) z(z—2)

Considering the above system with one quantizer, by Theorem 1 the
supremum ¢ for output feedback quadratic stabilization is dgyp = 0.1.
To determine the optimal 67 and 65, we grid 81 from 0 to 64, and
for each 61 determine 2 € (0, dsup ) along with (A., B., C., D.) and
7 > 0 such that .J (61, 82) is minimized subject to

||diag{1,r}é(z)diag{l, %}diag{él,éz}ﬂm <L

The results obtained for J(61,62) are displayed in Fig. 4. It fol-
lows from these results that the minimum .J (81, 62) is achieved with
57 =2 65 22 0.05 (the point that minimizes the curve in Fig. 4), which
corresponds to p7 = p3 = 0.9.



IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 55, NO. 3, MARCH 2010

280

260

240

220

200

180

160

ming, J(d1,052)

140

120

100

80 i i i i i i
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

81

Fig. 4. Cost function J(61, 6>).

The result derived from Fig. 4 illustrates how the optimization
problem in (30) can be applied to determine the quantization densities.
As pointed out in Remark 6, N} is also dependent on the quantizers’
parameters ¢ and o2, and to simplify the problem we have assumed
that o1 and o are sufficiently small to guarantee practical stability.
Note that the largest values of ¢ and o2 guaranteeing practical sta-
bility depend on the set of admissible initial states and the estimation
of such values is beyond the scope of this technical note. Neverthe-
less, considering the controller designed as above for the optimal
67 = 65 = 0.05, we have determined through numerical simulations
the largest o1 and o2 guaranteeing practical stability for any initial
state inside the ellipsoidal region

Xo = {l € R?: 427 — 5.1wi2o + 2.125 < 1}.

The results we obtained are o1 < 1/12 and o2 < 1/8, which lead to
N > 54 and N2 > 46. For this example, we need more information
regarding the measurement than the control signal to ensure practical
stability, but the numbers of bits for both quantizers are the same (i.e.,
.Nbl = sz > 7)

V. CONCLUSION

This technical note has extended the sector bound approach to cope
with input and output quantized feedback linear systems. The contribu-
tion of this technical note is as follows. Firstly, we have shown that the
problem of quadratic stabilization via quantized output feedback can be
addressed with no conservatism through an auxiliary uncertain system
with two sector bound conditions. Secondly, we have derived a suffi-
cient quadratic stabilization condition in terms of a scaled H . control
problem. Thirdly, we have tackled a bandwidth allocation problem in
the sense of minimizing the total number of bits transmitted over the
communication channel.

APPENDIX

First, we introduce three lemmas needed in the proof of Theorem
2. In the sequel, we assume that P = PT >0 and, without loss of
generality, we set ;o = 1 for the quantizers Q1 (-) and Q2 ().

Lemma 1: Suppose (16) holds. Then
P(a, & 0

—£1, 627 5) S ()ﬂ V‘L, 5 31

765

when £, > 0 is sufficiently small.
Proof: We first consider any x such that y = Cx is fixed and

y € [1/(1 + &), 1/(1 — &1)). In this case, @1(Cz) = 1. Next,
let g(y, 62,2) = max, ¢ comy P(x,&,61,02,¢). Note that g(y, 62, ¢)
does not depend on 6;. From (7), it is clear that g(y, 62, =) < 0 for all
y € [1/(1+461), 1/(1—é1)). .

Now consider the case that 6; is reduced to 61 = 61 — 1 with 0 <
g1 < é1.Fory € [1/(1+ 1), 1/(1 - 51)), we still have Q1(y)=1
and g(y, 62, £) remains the same and hence g(y, 62, ) < 0. That is,

B N e e
(1+61) (1—61)

- Letﬁl = (1—51)/(1+51)F0r Yy = Cz € [ﬁzl/(1+(§1)‘ ﬁi/(]__
1) ], we have Q1(Cz) = p} and

B(2,€.61.80,2) <0, Vo, : Cw €

(I)(masa 815ﬁ276) = /771@(% é:\ Sla 62» E)

where 2 = 2 p7 " and € = &7 with C& € [1/(1461),1/(1—61)).
Using (32) (with & and € in lieu of & and &), we get ®(a, £, 61, 52, 2)<
0, Va,&: Ca € [pi /(14 61). 54 /(1 — 6] for all i. Using the facts
that (0, oo) is covered by the union of all [3 /(1 + 61), 51 /(1 —&)]
and that ®(x, &, 61, 82,¢) is an even function of x, the claim in the
lemma follows. u

Lemma 2: Given a logarithmic quantizer Q(-) in (6) with quan-
tization density p, let 6 be given as in (6) and define

Av) = %, v # 0. (33)
Then, the following properties hold:

1) |A(v)] < 6 forany v # 0.

2) For any Ay € [—6, 6), there exists a unique solution vy > 0 to
A(v) = Aginv € [1/(1+6), 1/(1 = é) ). Moreover, all the
solutions of v in (0, o) are given by £p'vo , i = 0,41, 42,...

O

These properties are easily verified, so the proof is omitted.
Lemma 3 ([18]): Given any irrational number «, there exists a
sequence (ny,dy), k = 1,2,..., such that ny and d are coprime,
dr — >0 as k — oo and

(34)

Proof of Theorem 2: We first show the sufficiency. Suppose
Q(A1,Az) < 0 forall |A;] < 61 and |Az| < 2. By continuity,
there exists some small £ > 0 such that Q(Aq, As) + P < 0 for all
|A{| < 61 and |Az| < §2. Now, a direct consequence of Lemma 2 is
that Q1(v) = (1 + A1(v))v with |A1(v)| < 6; for any v. A similar
result holds for 2(-). Hence, we can write

T

B(w,€,61,60,2) = E] <SZ(A1('UL),A2('UQ)) + ep) {Z}
with [A1(v1)] < 61 and |[Asz(ve) < 62, where v; = C'z and vy =
Ceé+ D.(14 A4 (vi))vi.Hence, for all z, £ and for the chosen £ > 0,
we obtain ®(z, &, 61,82,2) < 0.

To prove the necessity, we assume that ®(x, ¢, 61, 62,¢) < 0 for
all z and &, for some £ > 0. The proof is done by contradiction. To
this end, we assume that there exist some |[AJ| < 61, |A] < 6
and nonzero Ty = [x2, €X]7 such that 7l Q(AY, Az, > 0. By
continuity, this implies that there exist some |AS| < &, and |A3| < &2
(obtained by “shrinking” the previous A{ and A§ a bit if necessary)
such that

7o <Q(A?,A8) + (§) P>:Z'o > 0. (35)
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Also by continuity, in the event that Czo = 0, we may perturb xo
slightly so that C'zo become nonzero and (35) is relaxed to

27 <Q(A“,A3) n (5) P)a?o > 0. (36)

We need to show that (36) leads to a contradiction. We first consider
the case where 1u p2/1n p1 is an irrational number. Using Lemma 2,
we know that all the solutions to A; (vi) = A{ are given by xodpi,
i = 0,£1,42,... for some v{ > 0. Similarly, all the solutions to
As(v9) = A are given by :I:ngg,j =0,%1,42,... for some vJ >
0.

Define z(® = goxo and E(O) = go&o, with go = v /Czo. Then, we
have Ql(Cm(O)) =Q:(v])) = (1+ ANCZO,

Denote w® = C.&® + D.(14+ ADC+®, o = Inps/1n p; and
B = In(v3/w®)/1In p1.

By Lemma 3, there exists a sequence of (ny, dy) with the proper-
ties described in Lemma 3. We can always choose my be such that
| mp/di — 3| < 1/dy. Since ny, and dy are coprime, there exists a
unique solution of (i, ji) to

edr — Jeng = my, 0 < jr < dg.

Using the above, we get

It follows that | iz In p1 — jz In pa —1In(v3 /w®) | < 7z, or, alternatively

w’pit = e™ vy plt 37)

where [nx| < 2Inpi/dp — 0 as k — oo. ‘

Now considering +*) = pj";t(o), ¢k = pi‘f(o) and using the
definition ofiwo, we get Q2 (Ccﬁ(k) +D.Q1(Ca® ) = Qa(wopy*)=
Qa(e™v3p3") = p3f Qa(e™v3) .

Since |A9| < 62 (a strict inequality), we must have v3 € (1/(1 +
82),1/(1 — 62)) (an open interval). Hence, for sufficiently large %, 1
will be sufficiently small, so e”v5 € (1/(1 + 62),1/(1 — &2)) and
Q2(e™v8) = (14 As)vS. Therefore, Q2 (C.£™ +D.Q1 (Cz™)) =
P2 (L A= (14 ADe™ gt a® = e~ (14 A9) ([0 €] +

De(1+ AY[C 0]).7—:“0.
Hence, we can write

o (m(k)vﬁ(k), 5 ~52,5) — (:Z‘(k))T <Q (AO,AS, 77k) + Ep)i‘ (k)

W.here SZ(A?*A(Q)UL) ﬂSZ(A?-Ag)H k— oo. USiI’lg T (k) =
p’l"' goo and (33), it follows from the above that:

(]:)('r(k)ﬂg(k)7 6176276) Z (Z;) (-f(k))lp‘l(k) > 0

for some sufficiently large k. This contradicts the assumption that
D(z, €, 61,62,2) < 0 for all z,&. This contradiction implies that
«Q(Al,Az) < 0 for all A1| § 51 and |Ag| S (Sg
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Finally, we consider the case where In p2/ In p; is a rational number.
In this case, we can perturb 6, slightly to give 51 = 61 — =1 for some
very small =1 so that In po/1In p is irrational, where p1 is the corre-
sponding perturbed p1. Now the proof for the irrational case can apply
and we have (A1, Ay) < 0 forall |[A;| < 6y and |[Aq| < 62. Since
&1 can be made arbitrarily close to &1, (A, Az) < 0 still holds for
|A1| < 61 and |Az| < 82 by continuity.
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