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Abstract

Raw sugar is produced from juice in sugar cane crushed
by a series of mills. To improve the extraction a lig-
uid bath is applied to the cane between mills. This
liquid bath, commonly called maceration, consists of
water and some of the produced juice. Although the
extraction is improved with higher water content in
the maceration, the total juice output is restricted by
the storage capacity of the plant. The aim of macer-
ation control is to manipulate the added water within
the process limits placed by the storage capacity whilst
optimising sugar extraction. In this paper, mathemat-
ical models of the processes pertaining to maceration
are derived from first principles. A cascaded model
predictive controller is then designed using the derived
models.
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1 Introduction

The function of a raw sugar factory is to produce crys-
tal sugar from the juice in sugar cane delivered to
the factory [1]. The extraction process in Australia
is mostly done by crushing mills. The prepared cane is
passed through a series of mills called the milling train,
see Fig. 1. The mills crush the cane to separate the
juice which contains the sugar from its fibrous part.
The fibrous material left after the juice is removed is
called bagasse. To help the extraction of juice, some
of the produced juice is returned to the bagasse be-
tween the mills. Water is also added before the last
mill to wash out any remaining sugar. Measurements
of bagasse mass and fedback juice flow between mills
are often not available, making it difficult to estimate
mass balance on-line. Bagasse is carried by a fixed
speed inter-carrier between any two mills. From the
carrier, the bagasse is fed into the next mill. At the
exit of a mill the bagasse dives into a boot where it
absorbs the feedback juice or water. The liquid level
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Figure 1: Process Schematics

in a boot is controlled by a boot valve which splits the
juice from the following mill between that boot and
the preceeding boot. The part of the second mill juice
which is not returned back to boot no. 1 and the first
mill juice are then sent to a screen which filters tiny
fibres of bagasse. The screened juice is next sent to
downstream processes, e.g. the evaporators. The total
capacity of juice storage before the evaporators exerts
an upper bound on the nett juice output of the milling
train. See Fig. 1 for a schematic of the process.

2 Integration of three subprocesses

Regarding the control and constraints the problem can
be considered as an interaction of three subprocesses:

2.1 Juice subsystem

After dry crushing in the first mill, the crushing pro-
cess can be seen as the replacement of cane juice with
maceration, see Fig. 1. The juice subsystem formu-
lates the juice circuit of the milling train where the
juice and maceration flows are defined in terms of the
added water flow, transport lags and boot valves:

Jis1(t) = Jip(t-T)(A-Vi(t - T)) +u(t — To)
_ | Jie2@)Viga(t) for i=1,2,3
ut) = { teddw(h | for o4 o

where J; and V; are the i** mill juice and i** boot valve
opening respectively, T; is the transport lag from the ith
boot to the following mill, mill no (i + 1), and addw is



the volumetric flow of the water added to the last boot.
The left side of Eqn. 1 formulates the maceration flows
subject to transportation delays. Next, we rewrite Eqn.
1 in discrete-time state space form. To this end, we
choose a sampling time T, and assume that % (=n;)
is approximately an integer for all n = 1,--- ,4. With
this assumption, Eqn. 1 is approximated by:

Xilk + 1] = Ai[k]X;[k] + Bilk]Jig2[k —ni]  (2)

where
i 0 1 0
0 0 0
Al = : Lo
0 0 --- 1
[ 1-Vilk=n] 0 - 0
0 Jiva(t = T3)
Bilk] = , Xilk] = :
| Vil —nd e (t=1)

addw(t — T4) can also be represented in discrete-time
state space form:

Xulk + 1] = Au[k}Xu[K] + Bo|kladdw[k]  (3)

Expanding each row of Eqn. 1 and augmenting it with
the state space representation for addw(t—T4), we have:

Xifk+1 o o |[ XM
Xalk+ 1] g 0 o 134 X4[K]
Xulk +1] 0 0 - 4, |LXelH

+ [0 0 B, ] addulk]

X[k + 1] = A]dX[k] + Bjdaddw[k]

Outputs of the system are chosen as the maceration
flows to all four boots, the juice output of the second
mill and immediate macerations. The flow of the sec-
ond mill juice is chosen because it makes up for the
portion of the total juice output which can be con-
trolled by added water. The outputs of the system can
be written as follows:

yk}] = [0 a O ¢ O ¢ O e O ]XI[k
+ [00010 0 1" addwl[k]

ylk] = CjaX[k]+ Djaaddwlk] &)
where the nonzero columns, ¢; are given as follows:

a = [1-Wk 1 1-W[K 00 0]
2 = [Vl 1-Vak] - 1-V5[k] 0 0]
s = [0 Valk] 1-Vslk] -+ 1-Vs[k] 0]"
ca = [0 0 Vi[k] 1-V4k] 1-vik 1"
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The total juice sent to downstream tanks, J; can be
written as follows:

Jo[k] = Ji[k] + Jo[k]V2 [] (6)

Ji[k] is the measured juice output of the first mill.
J2[k]V1[K] is the portion of the juice output of the sec-
ond mill which is sent to downstream process. V;[k] is
the first boot valve and Jp(k] is estimated from Eqn.
1. Valve position, V; of each boot is available online.
Although the boot valve is a nonlinear element, its non-
linearity is well defined. Time varying transport lags,
T; are found from the variable surface speeds of the
rolls, fixed speeds of the carriers, and related distances.
They appear as parameters in our model, but their cal-
culations will be omitted in this paper.

2.2 Fibre subsystem

The fibre subsystem defines the mass flow of fibre at
the boots along the milling train. Those mass flows
define the target maceration for proper crushing. The
fibre rate is calculated from the first mill juice and the
cane input which are the only flow measurements avail-
able online. This is then delayed using the necessary
transport lags to calculate the fibre rate at each boot:

mfi(t) (mi(t — Do) — 01 J1(t — Do2)) foq1
mfi(t) mfi-1(t — Di—1) fori=2,3,4 (7)

where d;; and fp,; are the assumed values of the density
of the first mill juice and the fibre ratio of the bagasse,
mi is the mass flow of input cane, J; is the first mill
juice flow, Dy; is the transport lag from the point where
the mass flow of input cane is measured to the first boot
and Dyq is the transport lag from the flow measurement
of the first mill juice to the first boot. The other delay,
D;, is the transport lag from the i** boot to the (i+1)**
boot. The variable transport lags used by the fibre
subsystem are calculated as in the juice subsystem.

2.3 Tank subsystem

The dynamics of the downstream tanks; 1%t and 2"¢
mixed juice and ESJ tanks, provides a mechanism to
calculate the upper bound placed on the nett juice
output of the milling train, see Fig. 1. Because of
their closely coupled operation and the lack of mea-
surements of intermediary flows, they can be lumped
into a fictitious dynamic tank. The volume of this tank,
Volprnk is the total volume of the tanks. If the radius
and height of this fictitious dynamic tank are rprNvk
and hprnk respectively, the nett juice flow into the
tank subsystem, Js(t) — fess(t), determines the level
of the juice in the dynamic tank:

dhprNnk (t) 1

dt e (Js(t) — fEsa(t)) (8)

Above J4(t) is the total juice entering the tank subsys-
tem as calculated from Eqn. 6 and fgss(?) is the flow



out of the ESJ tank (i.e. the flow exiting the tank
subsystem). This continuous time first order system
can be written in discrete time state space form with a
sampling time T} as:

Ts
m[k + 1] m[k] + mu[k]

ylk] = =[k] 9

In the discrete representation above, the state, z[k] is
taken as the deviation of the tank level off the setpoint.

3 Maceration control

Extraction increases with increased amounts of mac-
eration. However there is a desired ratio, kgesi, be-
tween the added maceration and the fibre content of
the bagasse for each boot #, beyond which the addi-
tional sugar extraction is negligible. This ratio must
be preserved at each boot. Hence the target macera-
tion flow into each boot is determined by the fibre flow,
mfi[k], at that boot as calculated by the fibre subsys-
tem, see Eqn. 7. Whilst meeting the target macera-
tion flows into the boots, the total juice flow, Jg, out
of the milling train must be appropriate in order to
maintain the tank levels within their safety limits. As
represented by the juice model, see Eqn. 1, other than
the first mill, the juice output of each mill and the
maceration flow into each boot can be formulated as
a function of added water flow, related transport lags
and boot valves. Accordingly the only component of J;,
that can be controlled by the added water is the flow
of the second mill juice, see Eqn. 6. The target flow
of the second mill juice, J24., is calculated by a con-
troller based on the tank subsystem. The target values
for the output of the discrete juice subsystem, y;, as
represented by Eqns. 4 and 5, can be written as:

y;r = [kdeslmfl [k] kdes4mf4[k] J2d€3[k]] (10)

4 Model predictive control

Model predictive control, MPC, has been used in a
large number of industrial applications and is fre-
quently considered to be the first option for the control
of processes with hard constraints. Since our final aim
is the control of a real plant by digital systems, the
discussion here is restricted to the discrete time case.

4.1 Linear model predictive control

A key feature of MPC is its ability to handle hard con-
straints on the outputs and inputs. Based on the cur-
rent state of the process, previous input, and target
state and input values, the MPC algorithm calculates
a set of input values which are intended to bring the
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process to the target state in finite time. In reality only
the very first calculated input is applied to the plant.
With that input and the new process state, another set
of input values are calculated in the next cycle. Since
an input profile over a finite time into the future is cal-
culated, the dynamics of the process must be embedded
with a model of the process into the MPC algorithm.
If the model of the process is chosen to be linear with
linear constraints then the algorithm reduces to linear
model predictive control.

4.2 Linear MPC algoritm

The MPC algorithm used in this paper was proposed by
Kenneth R. Muske and James Rawlings, [5]. We out-
line the method below for completeness. The system
subject to linear MPC is assumed to have the following
description:

Tpy1 = Az + Bug
yr = Czx+ Duy , (11)

The control is then based on the minimisation of the
following infinite horizon quadratic objective function
at time k. ‘

- .
min Z ((yr+s — ¥6)T QY45 — ve)
w3

+(uk+,- - ut)TR(uk_,_j - ut) + Auk+jTSAuk+j) (12)

subject to constraints:

Umin < Ug+j < Umaz, j=01---,N-1
yminsyk-ﬂ' < Ymaz, J=Jr, i+ 1, ,ja.
Aumin < Aulc+,7' < AUmaz:: j=01---,N (13)

Here j; and j, provide a mechanism for relaxing the
output constraints to circumvent possible temporary
infeasibilities. Since input constraints are defined by
the limits of the actuators, relaxing the outputs is the
only option. If infeasibility is unavoidable, the output
constraints are relaxed until the time, j;. The con-
straints are then applied between j; and j2. jo is the
earliest possible time to guarantee the satisfaction of
the output constraints thereafter. In Eqn. 12, Q is a
symmetric positive semidefinite penalty matrix on the
outputs. R is a symmetric positive definite penalty ma-
trix on the inputs. S is a symmetric positive semidefi-
nite penalty matrix on the rate of change of inputs in
which Augy; = ugyj — ug4j—1 is the change of input
vector at time j. y; is the target output. Then u; and
x¢ are the target input and state vectors, respectively,
which hold the output of the system in Eqn. 11 at the
value y; with the minimum offset {5]. The solution of
the quadratic programme, u”V contains N future control
moves as shown below:

uN = [ Ur Ukl Uk4+N -1 ]T (14)



After time k+N —1, the input is assumed to be constant
at u;. Recall that only uy is applied to the plant. With
Yk+; computed from Eqn. 11:

j-1
Yetj = C(Azy + E A1 Bugyi) + Dugyj  (15)

i=0
and by redefining system states and inputs as:
Ty =Tp — Ty, Up = Up — Uy (16)

the objective function of Eqn. 12 can be rewritten in
terms of the input, @™ only:

min aV" HaV +2aV" Gy - Fig-y)  (17)
(73

The cost matrices H, G and F are functions of matrices
of the system representation and MPC parameters:

H = 'H(A,B,C,D,Q,R,S,N)
G = G(A,B,C,D,Q,N), F=F(S,N) (18)

As the objective function, the constraints (see Eqn. 13)
must also be rewritten in input profile:

aw <p (19)
where a and f are functions of:

B
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B(A,B,C,D, N, ji, j2,constraints, ug—1, us)
Q(A,B,C,D,N,jl,jz) (20)

However the constraints given in Eqn. 20, depend on
the system representation (A,B,C,D). Hence they
are vulnerable to model errors. Online solution of
quadratic programs also poses a problem. For sys-
tems driven by single input, a quick remedy for these
problems is to define the finite horizon N rather short.
Then the unconstrained global minimum can be taken
as the solutions of the related quadratic programs. The
constraints are then applied by simply saturating the
controller at the limits, ¥mez and Umin, [2]. The un-
constrained global minimum of Eqn. 17 is given as:

u* = ~H Y (GZx — Fiag_1) (21)

5 MPC design for maceration

We can now use the linear discrete time state space
model for the maceration process as in Section 2 to ap-
ply the MPC algorithm. The proposed design consists
of two cascaded linear MPCs: Juice MPC to regulate
the added water and Tank MPC to estimate the target
second mill juice,J24e, for the Juice MPC. Juice MPC
uses the representation given for the juice subsystem
in Eqns. 4 and 5. The target output vector for the
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juice MPC is given in Eqn. 10. Output of the juice
MPC is the optimal added water flow over the defined
finite horizon. Only the first value in the profile is ap-
plied to the plant. Tank MPC is configured with the
tank model as calculated in Eqn. 9. Target output
for the tank MPC is zero, i.e., the tank level should
be the steady state value achieved with zero nett flow.
Output of the tank MPC is the optimal profile of the
nett flow into the tank subsystem over the related fi-
nite horizon. The target nett flow is the first value of
the profile. The target juice output of the mill, Jsg.,
is'found by the addition of the calculated target nett
flow and the measured outflow, fesj. The target juice
output of the second mill, J24, is then found from
Egn. 6. Both juice and tank subsystems are single in-
put. Accordingly the finite horizons for both systems
can be taken short (e.g. 2 samples) and the solution to
all quadratic programs can be taken as unconstrained
minimums. The solutions are saturated at the related
Umaz and Upmin, values as explained in Section 4. The
main difference between the Juice MPC and Tank MPC
is the fact that the juice subsystem, (see Eqns. 4 and
5) is stable where the dynamic tank subsystem, Eqn.
9 is unstable. Eventually the calculation of cost ma-
trices, H and G (see Eqn. 18), are slightly different
for the tank subsystem [5]. The design has been simu-
lated for variable fibre rate where all the other process
variables are kept constant. The variable fibre rate was
simulated by varying the first mill juice, see Fig. 2.

6 Discussion of results

For the purpose of presentation, the maceration control
of the third boot together with the MPC controlled
water flow is summarised in Fig. 2. While the changing
fibre rate is closely tracked, the dynamic tank level is
also kept at the target value, see Fig. 3. The nett flows
for the tank subsystem are shown in Fig. 4.

7 Conclusions

Maceration control of a sugar cane crushing plant has
been examined. The maceration process involves three
subsystems: juice circuit, fibre flow and storage tanks.
All three subsystems have been modeled. Based on
the models a cascaded linear model predictive control
scheme has been proposed, which is expected to provide
a better integration of the related subsystems, hence
improving sugar extraction.
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