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Abstract—Cyclic prefix (CP) is commonly used for channel
equalization of discrete multitone (DMT) and orthogonal
frequency-division multiplexing (OFDM) systems. This is often
done in conjunction with a time-domain equalizer (TEQ) for re-
ducing the capacity overhead caused by the CP. However, the use
of TEQ greatly increases the computational cost, and is unable to
eliminate the need for the CP. In this paper, we propose a subband
approach to channel estimation and channel equalization for DMT
and OFDM systems. This approach involves splitting the received
signals into a number of frequency bands (called subbands), and
estimating a constant parameter in each subband. The subband
approach is conceptually simple, requires no CP, is much more
numerically efficient than the TEQ method, and gives compatible
or better estimation errors than the CP-based methods.

Index Terms—Discrete multitone (DMT), equalization, multi-
carrier, orthogonal frequency-division multiplexing (OFDM),
subband adaptive filtering.

I. INTRODUCTION

D ISCRETE multitone (DMT) [1] and orthogonal frequency-
division multiplexing (OFDM) [2], [3] are multicarrier

modulation techniques used in asymmetric digital subscriber
line (ADSL) [4], high-speed digital subscriber loop (HDSL)
([4], [5]), local area wireless networks (WLANs) [6], and broad-
band wireless systems [2]. The basic idea is to split the signal
to be modulated (usually a sequence of quadrature amplitude
modulation (QAM) or phase-shift keying (PSK) symbols) into
a large number of subchannels by a serial-to-parallel (S/P) con-
version, and modulate them by orthogonal subcarriers. This is
an effective way to reduce intersymbol interference (ISI) caused
by multipaths.

In order to do either channel equalization, echo cancellation,
or coherent detection, the channel needs to be estimated. To aid
this, the so-called cyclic prefix (CP) is often used [7]. Different
estimation approaches are available in the literature; see, e.g.,
[8]–[16]. The CP consists of a block of redundant samples at
the beginning of each transmitted frame. It can be shown that if
the length of the CP is larger than the tap size of the channel,
the channel can be modeled with a constant diagonal matrix. As
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a consequence, the estimation algorithms are computationally
very efficient. However, the CP consumes channel capacity.

As mentioned above, the CP needs to be ideally larger than the
tap size of the channel. However, a long CP would take up a big
capacity overhead. To avoid using a long CP, the so-called time-
domain equalizer (TEQ) is often placed immediately after the
channel; see, e.g., [17]–[22]. (A variant of this method is called
per-tone equalization (PTEQ) and uses a frequency-domain
equivalent of the TEQ [23]). The TEQ is intended to make
the combined channel-TEQ impulse response length less than
or equal to the CP length. The main drawback of this method
is that it requires a significant amount of computation, which
tends to undermine the advantage of the CP.

Subband identification is a system-identification technique
proposed for applications where the system to be identified
can be modeled as a finite-impulse response (FIR) system of a
large tap size [24], [25]. It is shown in [26] that this technique
can achieve the same performance as the classical (sometimes
called fullband) identification technique, but with a signifi-
cantly smaller computational cost. The subband approach has
also been used for a number of equalization problems; see, e.g.,
[27] and [28].

In this paper, we use the subband-identification technique
to propose a channel-estimation method for a DMT or OFDM
channel. This method has two advantages: 1) it does not con-
sume channel capacity; and 2) it is computationally more effi-
cient than the TEQ method when the channel impulse response
is longer than the CP.

In this paper, the channel estimation using CP (with or
without TEQ) will be referred to as cyclic prefix estimation
(CPE), whereas the method using the subband approach will be
referred to as subband estimation (SBE). In our framework, we
assume that a training signal is used for estimation purposes.

There are two main approaches to channel estimation.

CE1) Design an optimal [e.g., minimum mean-square error
(MMSE)] estimator of the channel, based on statistical
knowledge of the channel and the signals (see, e.g.,
[8]).

CE2) Identify the channel with an adaptive algorithm (see,
e.g., [11]).

The CE1 approach is computationally more efficient, since
it does not involve an adaptive algorithm. However, it relies on
the assumption that the channel can be accurately described by
a statistical model, and it is often arguable whether this assump-
tion is realistic. For this reason, we will use the CE2 approach
in this paper. However, the results of this paper can be easily
adapted to the CE1 approach.
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Fig. 1. DMT or OFDM scheme.

The rest of this paper is organized as follows. Section II
gives an overview of DMT and OFDM systems. Section III
introduces some relevant results on subband identification. Sec-
tion IV studies the proposed SBE method. Section V applies the
SBE method to derive a subband equalizer. Some simulation
results are presented in Section VII, and concluding comments
are given in Section VIII.

Throughout the paper, we use the following notation. We
express scalar signals using the lowercase and vector signals
using the uppercase. The superscript denotes a baseband
signal. Finally, denotes the estimate of the signal , and

, the estimation error signal.

II. DMT AND OFDM SYSTEMS

A. Modulation Method

In the DMT and OFDM modulation methods, the
source signal is split into subchannels

by an S/P
conversion, and these subchannel signals are modulated by
orthogonal subcarriers. The modulated signal is given by

(1)

which can be generated by using a -point inverse discrete
Fourier transform (IDFT) or inverse fast Fourier transform
(IFFT). The signal is transmitted in frames of symbols. Since
the frame rate is th of the symbol rate, ISI due to delay
spreads is significantly reduced.

The complete DMT or OFDM transmission and receiving
scheme is depicted in Fig. 1. Here, is the discrete-time
transfer function of the equivalent baseband channel, assumed
to be a finite impulse response (FIR) with tap size . The signal

is the equivalent baseband noise. The boxes denoted by SP
and PS are serial-to-parallel and parallel-to-serial converters, re-
spectively. The boxes denoted by CP and CP have the
functions of adding and removing the CP, respectively, and the
block denoted by TEQ is the time-domain equalizer.

B. Cyclic Prefix Channel Estimation

Consider Fig. 1, where is defined in a way similar to
. We denote and use a sim-

ilar decomposition for . Suppose for a moment that the
TEQ is not present. It can be shown that [7]

where the linear time-invariant system is an equivalent
model for the channel (including all the blocks between

TABLE I
COMPUTATIONAL COST OF THE DIFFERENT METHODS

and ), and is the noise component of . As
mentioned above, the CP is used to suppress the ISI. The idea is
to add, at the beginning of each frame of samples, a block of
samples, which equals the last samples of the same frame. It is
shown that if is greater than or equal to the impulse-response
length of the channel (i.e., ), then becomes a
constant diagonal matrix .
In this case, can be estimated by a diagonal parametric
model . For the purposes
of this paper, we consider the least squares (LS) channel-es-
timation criterion, i.e., each of the subchannel gains,

, is estimated by minimizing the power of
the difference . Once all the are computed,
we can form

Modulating as in (1), the resulting signal, denoted by
, represents the channel estimation error. The power of

this signal is used to indicate the performance of the channel
estimation.

Since typically, the method above essentially uses
over-parametrization. For this reason, low-rank estimators of

have been proposed in the literature [8], [29].
The CPE is computationally very efficient, since it only in-

volves the adaptive estimation of one parameter per subchannel.
The computational cost is given in Table I.

C. Time-Domain Equalizer

As mentioned above, if , a TEQ is placed in cascade
with the channel (see Fig. 1). There are two main techniques to
design the TEQ [18], [19].

TEQ1) This technique is also called optimal shortening in
[18]. The impulse response of the TEQ, , is as-
sumed to be a FIR filter of tap size . Assuming
that the channel impulse response for is
known, is designed to minimize the energy of
the shortened impulse response
corresponding to those taps after the CP length ,
i.e.,

Hence, the knowledge of is required. To eval-
uate the computational complexity of this method,
we only consider that of the identification of ,
since the construction of is done only once, at
the end of the adaptation process.
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Fig. 2. Subband identification.

TEQ2) This technique is also known as LS shortening in
[18]. The channel transfer function is identified
with a zero-pole model , where the
order of is less than or equal to the CP length .
Then, the transfer function of the TEQ is chosen
as . If is a good approximation of

, then the shortened transfer function is
given by

whose impulse response is less than or equal to .
The polynomials and have orders and

, respectively, and their parameters are jointly op-
timized in a LS sense.

The computational cost of the two methods above are also
given in Table I. These methods will be compared with our new
equalization method. However, we note there are modifications
of TEQ1 and TEQ2 based on the bit-rate maximizing criterion
[20]–[22].

III. SUBBAND IDENTIFICATION METHOD

The scheme of the subband identification method is de-
picted in Fig. 2. The idea is to split both signals and

(which will be called fullband signals) into subbands
using two identical analysis filterbanks with transfer func-
tion . These subband signals
are down-sampled, by a factor of (i.e., one every sam-
ples is taken). The results are denoted by two vector signals

and .
The subband parametric model is given by

where are FIR models of tap size . Its output is
denoted by

and the prediction error defined by

Each subband model is tuned to minimize the
power of . An up-sampler (with zeroes
inserted between two samples) and a synthesis filterbank

are used to reconstruct ,
which is an estimate of the channel output . The recon-
struction of the signal is only required to evaluate
the performance of the SBE and is not needed for the actual
implementation of the method.

Fig. 3. Ideal filterbank. The shape of the transition bands is proportional
to
p
!.

Fig. 4. Equivalent DMT or OFDM diagram.

In [26], it was shown that with a careful choice of design pa-
rameters (number of subbands , downsampling factor , fil-
terbanks, and subband models), the performance of the subband
method, as measured by asymptotic residual error, asymptotic
convergence rate, and computational cost, can be optimized. We
summarize some of these results below. Denote the power of the
signal by , which is a measure
of the subband modeling error, by . Let denote the
set of parameters computed, by a given optimization criterion,
up to time . Then, the asymptotic residual error is defined as

(2)

and the convergence rate is defined as

In order to identify with a diagonal subband model and
be able to achieve with maximum convergence rate,
the filterbanks and need to take the shapes in Fig. 3.
These filters have zero gain in their stop-band. Therefore, they
have an infinite (noncausal) impulse response (IIR), and need
to be approximated. A computationally efficient approximation
technique is presented in the Appendix. If we use critical sam-
pling (i.e., ), the transition bands of the filters become
zero. As a consequence, the quality of the approximation will be
poor, and therefore will be large. Hence, oversampling

is used to reduce .
In order to achieve , not only the filterbanks need

to be IIR, but also the subband models need to have
infinite parameters. A bound of as a function of is
given in [26]. It turns out that, in practice, can be kept
reasonably low by choosing [30]

(3)

where denotes the smallest integer larger than .

IV. SUBBAND CHANNEL ESTIMATION

We propose to estimate the DMT or OFDM channel using the
subband-identification method. We first provide the motivation
for the proposed approach.
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Fig. 5. Subband equalizer.

Consider the CPE method without using either CP or TEQ.
An equivalent diagram of this method is given in Fig. 4. In this
case, the CPE method can be thought as the subband method
with , with the DFTs acting as analysis filterbanks,
and with subband models consisting of one tap (i.e., they are
unknown constants). In this case, , and the mentioned
over-parametrization of the CPE can be seen from (3). The DFT
acts as a filterbank, and is far from the decoupling filterbank
in Fig. 3. Hence, the model is far from diagonal. This
generates the need for CP. As mentioned in Section II-B, the CP
length needs to be larger than , for to be diagonal.
When becomes larger than , the transfer matrix
becomes nondiagonal and nonconstant (i.e., more than one tap
is needed for each subband model) again, and for this reason
the TEQ is needed. So we can think of the CP and TEQ as two
techniques to diagonalize .

Due to the flexibility of the subband method, we are free to
choose the filterbanks, , and . If we choose the filter-
banks as in Fig. 3, the subband model becomes diagonal
automatically without the need of CP and TEQ. Also, the over-
parametrization can be easily avoided by choosing [see (3)]

and

As mentioned earlier, the number of subbands is chosen
larger than in order to improve the approximation of the ideal
filterbank of Fig. 3. It turns out that

(4)

is usually a good choice.
To evaluate the complexity of this method, we note that the

subband version of the training signal can be computed
offline, since it is a known signal. Then, if is chosen as in
(4), and for an arbitrary value of , the computational cost of
the SBE has the expression given in Table I.

With the SBE so designed, the subband model is a
constant diagonal matrix with no over-parametrization and no
need of CP and TEQ. If , the CPE is expected to have
zero estimation error (due to the CP) with a computational cost
smaller than that of the SBE, since, in this case, the TEQ is not
required. If , simulation results show that the computa-
tional cost of the SBE is much lower than that of the CPE with
TEQ for compatible estimation errors.

Another advantage of the SBE is that due to its computational
simplicity, it is easy to increase its precision by having a minor
increase in computations. As mentioned above, for the SBE to
have zero estimation error, the subband models need to have

. The criterion (3) for choosing is a practical choice
for a “reasonable” precision. If the precision of the SBE needs

to be increased, the product needs to be increased. From
Table I, we can see that the computational cost is linear in
but logarithmic in . So it is computationally more efficient to
increase instead of .

As mentioned in the Introduction, another variant of the TEQ
technique is the so-called PTEQ [23]. In this technique, the
TEQ, which is assumed to be a FIR filter of tap size , is
moved to the frequency domain. The resulting equalizer con-
sists of one -tap equalizer per subchannel, which has suc-
cessive FFTs of the received signal as its inputs for each DMT
or OFDM frame (recall that denotes the DMT or OFDM
frame length). It is said in [23] that the PTEQ method has a
better performance than the TEQ method in terms of bit-error
rate (BER), based on the argument that the equalization is done
on a per-subchannel basis. However, the computational com-
plexity of the PTEQ method is slightly greater than that of the
TEQ method. The SBE method also handles equalization in the
frequency domain, but the subband structure can be designed
to have a single tap instead of -tap subband models. In this
way, the SBE method is computationally more efficient than the
PTEQ method.

V. EQUALIZER DESIGN

As explained in Section I, the estimated subband model
can be used to design a channel equalizer. The equal-

ization scheme is shown in Fig. 5, where the boxes denoted
by AF and SF are the analysis and synthesis filterbanks,
respectively.

Next, we propose a formula for the subband equalizer .
Assuming that is an accurate subband model of ,
the th subband can be modeled as follows:

Suppose a diagonal subband equalizer is used in Fig. 5, i.e.,

(5)

Suppose that the th subband equalizer is optimized to
minimize the power of . Then, is
given by the Wiener formula [31]

(6)

where and denote the power spectra of the
signals and , respectively. So we propose (5)–(6)
as the design method for the subband equalizer.

If the signals and are white, or have the same
power spectra up to a constant, then, in every subband
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, where and denote the power of
the signals and , respectively. In this case

(7)

It can be seen from (7) that if , the tap size of the
subband equalizers is also one, i.e., . In this case,
the equalizer is simply a gain and is given by

(8)

VI. COMPUTATIONAL COST ANALYSIS

In this section, we provide expressions for the computational
costs of the methods involved in this paper. All the estimation
methods considered involve the adaptive optimization of some
set of parameters. For comparative purposes, we assume that the
adaptation is done using a reasonably efficient recursive least
squares (RLS) algorithm in [32, Table 6.2, p. 358] called the
fast RLS algorithm (version A). For this algorithm, the amount
of complex multiplications per iteration is , where is
the number of parameters to optimize. However, if only one
parameter needs to be optimized, the RLS algorithm requires
five complex multiplications per iteration. Another algorithm
used is the FFT/IFFT. The computational cost of an -point
FFT/IFFT is ; see [33]. The computational cost of
the fast filterbanks implementation of the Appendix depends on
the design parameter . As a practical criterion for this paper,
we take . In this case, each fast filterbank requires

multiplications per fullband sample.
Using the expressions above, we can deduce the computa-

tional costs of all the methods, which are summarized in Table I.

VII. SIMULATION

In order to evaluate the performance of the SBE, we com-
pare its estimation errors with that of the CPE. The CPE is com-
bined with either of the two impulse-response-shortening tech-
niques, TEQ1 or TEQ2. We call these methods CPE-TEQ1 and
CPE-TEQ2, respectively. We consider a DMT system of frame
length and CP length , where the transmitted
signal is a sequence of 4-QAM symbols. This resembles
the forward channel of the DMT-based ADSL, as described in
[17]. For design purposes, the channel tap size is assumed to be

. For the SBE, we try three different values of , i.e.,
. For each value of , we chose

and , as pointed out in Section IV. We parameterize
the methods CPE-TEQ1 and CPE-TEQ2 to have estimation er-
rors comparable to that of the SBE with . For the
CPE-TEQ1, we choose , and for the CPE-TEQ2, we
choose and . As pointed out is Section II-B,
since , the CPE method needs to be compensated for
over-parametrization. To this end, we used the approach intro-
duced in [29, eq. (6)], i.e., the obtained set of frequency-domain

Fig. 6. Example of a 100-tap channel with 4 paths.

Fig. 7. Comparison of the relative estimation errors.

parameters is projected onto the subspace
of parameters corresponding to FIR systems of tap size smaller
than or equal to .

The assumption is only for design purposes. The
actual channel tap size is chosen arbitrarily. For each value of

, we generate a random channel, consisting of one main path
and three reflections (multipaths). An example of a channel with

is shown in Fig. 6.
In the first simulation, we compare the estimation error of the

methods in the absence of noise. This assumption is valid, since
the noise level will only affect the speed of convergence of the
adaptive estimation algorithm, but will not modify the final re-
sult. In order to guarantee the convergence of the algorithms, we
use 20 frames for estimation. We proceed as follows. We take

from 40 to 200. For each value of , we generate 100 chan-
nels. For each estimation method, a normalized estimation-error
power (i.e., the estimation-error power divided by the power of
the input signal) of the 100 channels are averaged. The results
are shown in Fig. 7.
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TABLE II
COMPUTATIONAL COST OF THE DIFFERENT METHODS

We can see that for small values of , CPE-TEQ1 and CPE-
TEQ2 have a smaller error than SBE. This is expected because
of the use of CP. However, for (which equals the
value of assumed for the design of the methods) and higher
values, CPE-TEQ1, CPE-TEQ2, and SBE have
comparable estimation errors. Also, for higher values of , SBE
outperforms CPE-TEQ1 and CPE-TEQ2. The advantage of the
SBE is seen in the computational complexity, which is shown in
Table II. The computational costs are computed using Table I.
Note that for CPE-TEQ1, the cost does not include that for com-
puting .

Recall that the computational cost of the SBE is logarithmic
in . Therefore, as shown in the table above, the SBE can be
made very accurate with a minor increase in the computations.

It has to be remarked that even if the value of is made
arbitrarily small, the SBE has an apparent lower bound in the
estimation error of about . This is due to the nonideal
filterbanks used for subband decomposition. The approximation
technique used for the simulation is the one presented in the
Appendix. If higher precisions are required, the approximation
needs to be improved with more computations.

In the next simulation, we analyze the equalization proper-
ties in the presence of noise. We consider a channel tap size of

, and again, we average over 100 channels. In
this case, as the presence of the noise will slow down the conver-
gence rate, we use 40 frames for estimation. Then, we use the es-
timated model to design an equalizer. The SBE-based equalizer
is designed as explained in Section V. The CPE-based equalizer
consists of a diagonal matrix ,
which has as its input the signal (see Fig. 1). The gains

are given by

where and denote the power of the signals and ,
respectively, and is the noise component of the received
signal . The received signal after equalization is passed
through a 4-QAM detector. In Fig. 8, we show the BER as a
function of (i.e., the ratio of the transmitted energy per
bit and the noise power spectral density).

We can see that the SBE-based equalization method with
has a performance somewhat better than that of

the two CPE-based equalization methods, whereas for larger
values of , it outperforms them much more, especially at
high .

Fig. 8. Comparison of the BERs for a channel tap size n = 50.

VIII. CONCLUSION

In this paper, we have proposed a subband approach to
channel estimation and equalization for DMT and OFDM
systems. Conceptually, the main advantage of the approach
is that it maintains the spirit of the CP-based equalization
without the use of CP and TEQ. More precisely, the basic idea
of CP-based equalization is to transform the DMT or OFDM
signals, through DFT and the removal of CP, into a set of signals
where the effect of the channel on each signal is a simple static
gain which can be easily estimated or equalized. The subband
approach achieves a similar purpose by replacing the DFT with
an optimized filterbank and appropriate subband structure.

Application-wise, the main advantages of the subband ap-
proach are the following.

1) Better capacity use is achieved because of the removal of
the CP.

2) If the CP can be made comparable to the channel impulse
response so that the TEQ is not required, then the CPE
has smaller estimation error, compared with the SBE. If
instead the TEQ is needed, the SBE gives a significantly
smaller estimation error and BER, in comparison with
the CP-based methods.

3) It is much more computationally efficient, compared
with the CP-based methods.

Finally, we point out that there are many other signal-pro-
cessing problems in communications where the subband ap-
proach finds applications. The reader is referred to [26]–[28],
and [34]–[38] for introduction, theory, and applications of the
subband approach.
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Fig. 9. (a) Half fast-filterbank. (b) Complete fast-filterbank.

APPENDIX

FAST FILTERBANKS FOR SUBBAND IDENTIFICATION

In this appendix, we introduce a computationally efficient
way for approximating the filterbanks in Fig. 3, in the case
where is a power of two.

In Fig. 2, the subband signals are generated by down-
sampling the output of the filters . Then
[39, eq. (4.1.13)]

Let denote the support of the frequency response of the fil-
ters , (i.e.,

). The set is connected and has a measure of
. Then, it can be shown that

(9)

The idea of this approximation method is the following. The
precision of the approximation depends on a constant which
needs to be a power of two. Then, the spectrum of the signal

is sampled at equally spaced frequencies
. For each , we

define the set of indexes . Since has a
measure of , then has indexes. Then, using (9), we
map the frequencies into the spectrum of the signal
generating the frequencies which satisfy

. Define the indexes , such that
. Now, using (9), we can form the samples of the

spectrum of the signals by weighting the samples of the
spectrum of , according to the frequency response of the
subband filters, as follows:

(10)

In order to implement (10), we use the scheme in Fig. 9(a),
where the boxes marked with SP and PS are serial-to-parallel
and parallel-to-serial converters, respectively.

A block of samples of the signal is taken into the
frequency domain by an -point FFT, to form the signals

. Then, the frequency-do-
main representation of the subband signals (i.e.,

) is formed by multiplying

with the frequency-weighting diagonal matrix ,
defined by

(11)

where the matrix operator is the -times circular
shift on the right of the matrix and

. Finally, in each subband, an IFFT forms the
time-domain version of .

With this procedure, for every block of samples of the
signal , a block of samples of the signals is gener-
ated. The problem with this approach is that the samples of
which are close to the block limits will be highly affected by
time aliasing. In order to avoid this, we just take the sam-
ples centered in the middle of the block of samples of ,
and discard the others. Then, in order to generate the missing
parts of , another instance of the scheme of Fig. 9(a), which
is shifted by half of the block length, is used. Each one of these
two instances is called half fast filterbanks (HFFB). The com-
plete scheme is shown in Fig. 9(b), where the boxes marked with
HFFB1 and HFFB2 are half fast filterbanks, and the alias re-
moval (AR) boxes represent the process of taking the cen-
tral samples of each block.

In order to approximate the synthesis filterbank, the map
needs to be inverted. Since is not invertible,

in general, its pseudoinverse needs be
used. The implementation of is computationally involved,
so an approximate approach that works satisfactorily in practice
is used instead. The idea is to invert every block of the procedure
above, using either its inverse or its pseudoinverse. In particular,
the map needs to be taken
as a block where, since it is not invertible, its pseudoinverse
need to be applied.

In order to find an expression for , let
, with defined as in (11). Then

where are the matrices given by
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Summary of the Algorithm: The input data of the algorithm
are and , where is a power of two. The constant
is chosen according to the desired accuracy of the approxima-
tion and is also a power of two. The algorithm consists of two
HFFBs.

HFFB1:
1) Starting from sample , do an S/P conversion of

by splitting it in blocks of consecutive
samples.

2) Do a -point FFT of each block, to get the signal
.

3) For each , define ,
where is given by (11).

4) For each , define
as the IFFT of .

5) For each , set , for
.

6) For each , do a parallel-to-serial con-
version of to form .

7) The subband (vector) signal generated by HFFB1 is
given by .

HFFB2:
1) Repeat step 1) of HFFB1, but starting from sample

.
2) Repeat steps 2) to 7) of HFFB1 to form the subband

(vector) signal .
3) The final subband (vector) signal is given by

.
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