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Abstract—It is well known that minimum time-optimal control
for servomechanisms can generate chattering in the presence of
measurement noises, feedback delays, or model uncertainties; thus,
it is not practical in applications. Maybe, the most popular alterna-
tive approach is the so-called proximate time-optimal servomecha-
nism (PTOS). This approach starts with a near-time-optimal con-
troller and, then, switches to a linear controller when the system
output is close to a given target. However, the chattering problem
is avoided at the expense of a slower time response. In this paper,
two methods for eliminating the conservatism present in the PTOS
are proposed. The first method applies a dynamically damped con-
troller that allows the so-called acceleration discount factor to be
pushed arbitrarily close to 1. The second method applies a contin-
uous nonlinear control law that makes use of no switching. Experi-
mental results show that the proposed designs practically eliminate
the conservatism in the traditional PTOS.

Index Terms—Motion control, nonlinear feedback, time-optimal
performance.

I. INTRODUCTION

T IME-OPTIMAL performance, or minimum time point-
to-point motion, is the objective of countless automatic

control systems. Hard disk drives (HDDs), pick and place ma-
nipulation tools, robot arm control, automatic assembly stations,
and many other precision engineering problems are the applica-
tions that benefit from it.

Unfortunately, it is well known that time-optimal control
(TOC) strategies [1] suffer from chattering [2] and are unable to
the deliver the solution in a practical sense. A different strategy
is necessary in order to achieve fast seek time motion. The main
objective of this paper is to develop a controller that is able to
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achieve near-time-optimal performance for rigid-body systems
in a practical feedback structure.

The interest in rigid-body systems comes from the wide range
of plants that are described by this particular dynamic model.
Electromagnetic motors, for example, are some of the most com-
mon actuators used in precision engineering and are commonly
described by rigid-body equations of motion [3]. Many HDD
systems are also modeled by this particular set of equations,
both as a single-stage HDD [4] and as the primary stage of a
dual-stage HDD [5]–[7]. In particular, it is the primary actua-
tor of dual-stage actuators (DSA) that the main motivation of
this paper comes from. The present study may be considered
an extension of the work on preview control for DSA [8], and
an adaption of the design proposed in this paper may be ap-
plied to that class of systems as well. However, independent of
the specific plant in hand, every system is inherently driven by
a limited control input. Due to this fact, optimal performance
remains a challenge inasmuch as a form of nonlinear control
must be investigated in order to take into account the effects of
control input saturation.

To overcome the chattering problem in TOC caused by mea-
surement noises, feedback delays, and model uncertainties, a
modified technique was proposed by Workman under the name
of proximate time-optimal servomechanism (PTOS) [9]–[11].
Certainly, the most important work toward time optimal per-
formance of servo systems, the PTOS, overcomes the problems
related to TOC by using the maximal acceleration of the ac-
tuator only when it is practical to do so. As the system output
approaches the reference point, the controller switches to a linear
control law, thus eliminating chattering and providing feedback
in order to accommodate plant uncertainty and measurement
noise. This controller became very popular in the HDD liter-
ature and is still largely applied both by field engineers and
academic researchers.

However, the PTOS is still somehow conservative, and sev-
eral extensions of this controller were proposed in order to im-
prove its performance. In particular, in [12] an extra degree of
freedom to the controller is given, providing two independent
control parameters in the design, and the works in [13] and [14]
improve the controller performance via a damping scheduling
scheme. While these controllers extend the PTOS improving
on its performance, none of them are able to eliminate either
the conservative variable (the so-called acceleration discount
factor) or the switching function present in the PTOS.

A different approach toward tracking performance improve-
ment was presented by Lin et al. [15], and came to be called
composite nonlinear feedback (CNF) control. Such controllers
are divided into two parts, a linear feedback law that is used to
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stabilize the system with a low damping ratio, providing it with
a fast rise time and a nonlinear feedback law that is designed
such that the system becomes highly damped as the output ap-
proaches the reference point. The CNF was further expanded to
multivariable linear systems in [16], and a complete and detail
work on this technique may be found in [17]. One of the fea-
tures of the CNF technique is that it takes into account the input
saturation of the controller only during the stability analysis,
not during the design itself. As a consequence, its performance
is somewhat dependent on the tuning process: in order to ap-
proximate time-optimal performance, a different set of control
parameters must be used for a different step size. To overcome
this problem, different methods of automatic tuning have been
proposed, such as the one in [18].

Needless to say, there are other control methods that achieve
a good performance for this class of systems. These include the
LQG approach [19], nonlinear PID control methods [20], sliding
mode controllers [21], and model predictive control [22], among
many others. Some of which do consider saturation and others
do not.

It is our objective, however, to design a continuous controller
that takes into account the saturation of the input, which is
not computationally demanding and whose tuning is not step
dependent. To achieve the aforementioned controller, we will
propose two different approaches: 1) a controller that unifies
the ideas by Workman and Lin and provides the system with
a form of dynamic damping that is able to practically elimi-
nate the conservatism present in the PTOS (the so-called ac-
celeration discount factor), without the presence of overshoot;
and 2) a purely nonlinear but also nonswitching controller that
achieves near-time-optimal performance. Experimental results
will shown that a significant performance improvement results
from the proposed designs.

The rest of the paper is organized as follows. Section II will
present the model, introduce the PTOS in the perspective used
in this paper, and briefly comment on a disturbance observer that
is used to fit a larger class of systems to the rigid-body dynam-
ics model. Section III will present a lemma used to prove the
stability of the controllers. Sections IV and V will each present
one different controller. Section VI will present experimental
results and a short discussion, followed by concluding remarks
given in Section VII.

II. PRELIMINARIES

This section will be used to introduce the system and present a
brief discussion on the structure of controllers that approximate
time-optimal performance. Also, because friction is an unde-
sired but frequent phenomenon, a friction compensator will be
referenced to so that a larger class of plants may be fitted in
the rigid-body equations of motion used in this paper. It must be
stressed, however, that none of these issues are the main purpose
of this paper and the current discussion will be necessarily brief;
so, we do not deviate from our main objective. The interested
reader will be referred to the relevant literature.

A. Rigid-Body Dynamics Model

The system under initial consideration is given by a body of
mass M with friction f and some unknown disturbance d

Mÿ = ũ − f − d.

Friction compensation is still an active topic of research for ro-
bust tracking [23]. Here, we will make use of a well-established
and successfully employed compensator that minimizes the ef-
fects of friction and disturbance (see [8] and [24], or [25], for
further details); the system may be modeled by the rigid-body
equations of motion given by

ẋ1 = x2

ẋ2 = b sat

(u)y = x1 (1)

where x1 and x2 refer to the position and velocity, respectively,
b := 1/M, and “sat” is the saturation block defined as

sat(z) =

⎧
⎨

⎩

ū, z > ū
z, |z| < ū
−ū, z < −ū

(2)

with ū being the saturation level of the control input.
Most of the work in time-optimal performance was created

for the rigid-body equations of motion described by system (1).
In particular, it is for this system that the PTOS adapted the
time-optimal control in order to achieve high performance in a
practical controller. In what follows, a brief comment will be
made on the construction of the PTOS, for it provides valuable
background for understanding of the main contribution of this
paper.

B. On the Construction of a Proximate Time-Optimal
Controller

As previously mentioned, time-optimal performance for
rigid-body dynamics systems is achieved by the bang-bang con-
troller, a switching controller that applies maximal acceleration
followed by maximal deceleration [1]. This control strategy may
be described in a feedback structure by a switching curve given
by

uto(t) = sgn(
√

2bū|e| − v)

e := x1 − yr

v := x2 (3)

where the sgn(·) function is defined as

sgn(z) =

⎧
⎨

⎩

ū, z > 0
0, z = 0
−ū, z < 0.

(4)

Workman transformed the TOC law (3) in a practical controller
by accommodating measurement noise and plant uncertainties.
For the purpose of this paper, his PTOS design may be described
in the following three different steps.

Step 1: The effects of chattering are minimized by eliminating
the sgn(·) function (4) where possible; also, a free parameter k
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is applied in order to scale the control input

u(t) = k(−f(e) − v)

where f(e) is defined as

f(e) = sgn(e)
√

2bū|e|.
This control law is, in fact, a high gain that saturates the con-
troller and drives the system to the time-optimal switching curve
v = −f(e), i.e., full acceleration is achieved. However, when
the system reaches the switching curve, the control input goes
to zero. Another term must be added so that the input goes from
one saturation level to another (from ū to −ū or vice versa).

Step 2: Saturation of the controller during deceleration is
achieved by adding the term sgn(e)ū from the controller

u(t) = k(−f(e) − v) + sgn(e)ū

or, in a more familiar form

u(t) = sat[k(−fpto(e) − v)]

with fpto(e) defined as

fpto(e) = sgn(e)(
√

2bū|e| − ū/k). (5)

While this controller is able to saturate the system both during
acceleration and deceleration, it is not able to asymptotically
track the reference. In fact, the equilibrium point is given by

ẏ = v̇ = 0 → u = v = 0 → f(e) = 0 (6)

which implies

|e| =
ū

2bk2 .

Step 3: Traditionally, asymptotic stability is achieved by im-
plementing a switching control law. As the system approaches
the reference, the controller switches from the complex nonlin-
ear function (5) to a simple proportional derivative (PD) con-
troller. The cost of using such a nonaggressive linear control law
is that the PD controller is unable to prevent the system from
overshooting. To overcome this problem, the so-called acceler-
ation discount factor α was included in the original nonlinear
function fpto(e), adding conservatism to the solution.

The control law becomes

u(t) = k2(−fptos(e) − v) (7)

with

fptos(e) =
{

(k1/k2)e, for |e| ≤ yl

sgn(e)(
√

2bαū|e| − ū/k2), for |e| > yl.
(8)

A stability condition requires that 0 < α < 1, and the following
constraints guarantee a continuous switching of the controller:

yl =
ū

k1
k2 =

√
2k1

bα
. (9)

Notice that this discussion only scratches the surface of the
PTOS; for full details, the reader should refer to the references
presented in Section I.

The main objective of this paper will be to improve the per-
formance of this controller by eliminating the necessity for the

discount acceleration factor α. While theoretically α could take
values arbitrarily close to 1, in practice, it typically ranges from
0.5 < α < 0.8 in order to prevent the system from overshooting.
We will achieve α → 1 via two different methods.

In the first method, we use an aggressive control law applied
the system enters the region |e| ≤ yl in (8). Instead of switching
to the simple PD controller, equation (8) will switch to a form of
the CNF such that damping is added to the system as the output
approaches the reference. This results in a response with no or
limited overshoot, while pushing α → 1. Notice that the tuning
problems associated with the CNF will be minimal because this
controller will only be used in a very small range, namely |e| ≤
yl . The design of this control law will be given in Section IV.
The second method, to be detailed in Section V, will use a
nonlinear controller that does not require any switching and
achieves asymptotic stability with α = 1.

Without loss of generality, we assume yr = 0, and the prob-
lem reduces to a stabilization problem of the equilibrium point
x := [x1 , x2 ]T = 0. We will start with a stability result that may
be applied to both the controllers and, then, move on to exposing
them individually.

III. STABILITY LEMMA

The following is a result on stability that will be used by the
controllers designed in the next sections.

Lemma 3.1: Consider the closed-loop system composed of
(1) and the control law

u = −h1(x1) − h2(x1)x2 (10)

where h1(·) and h2(·) are the piecewise continuously differen-
tiable functions with h1(0) = 0. Suppose the following condi-
tions1 are satisfied for x1 ∈ T with T being a subset of R:

A1: h′
1(x1) > 0 and limx1 →±∞ h1(x1) = ±∞;

A2: 0 < h2(x1);
A3: ū(h′

1 − h2
2b) + h′

2(ū − h1)
2/h2 < h′

1h1 <
ū

(
bh2

2 − h′
1
)

+ h′
2(ū + h1)2/h2 .

Then, the trajectory x(t) of the closed-loop system satisfies
limt→∞ x(t) = 0 if x1(t) ∈ T,∀t ≥ 0.

Proof: The proof will be divided into three parts showing that
1) given an unsaturated region U defined by

U = {(x1 , x2) ∈ R
2 | | − h1(x1) − h2(x1)x2 | ≤ ū}

any trajectory starting outside U enters U in a finite time;
2) any trajectory in U remains there indefinitely; and 3) once
in U, the trajectory converges to the equilibrium point, i.e.,
limt→∞ x(t) = 0.

1) Suppose a given initial condition (x1(0), x2(0)) belongs
to the region outside U, where u(0) > ū, i.e.,

u(0) = −h1(x1(0)) − h2(x1(0))x2(0) > ū.

It must be shown that for a finite time T > 0, the input will
be such that u(T ) = ū. From the system equations (1), the

1We define h′
i (x1 ) := dhi (x1 )/dx1 as the derivative of hi . Since hi (·)

is piecewise continuously differentiable, at the discontinuous point, hi has
different left and right derivatives. We assume that A1 and A3 are satisfied for
both derivatives. We drop the dependence of the functions on x1 for the ease of
notation if it does not cause any confusion.
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evolution of the system will be

x2(t) = būt + x2(0) > 0

x1(t) = būt2/2 + x2(0)t + x1(0) > 0

for a sufficiently large t. From assumptions A1 and A2, we have
h2(x1(t))x2(t) > 0, and hence

u(t) = −h1(x1(t)) − h2(x1(t))x2(t)

< −h1(būt2/2 + x2(0)t + x1(0)).

Therefore, u(t) satisfies limt→∞ u(t) = −∞, and due to the
continuity of hi(·), it must be that u(t) takes all the values in the
interval [u(0), −∞). This implies that for a finite time T > 0,
u(T ) = ū, i.e., the system enters U. By symmetry, the same is
true for trajectories satisfying u(0) < −ū.

2) In order to prove that any trajectory starting in U will remain
there indefinitely, let T denote the time when the trajectories are
at the boundary of U, i.e., |u(T )| = ū. These trajectories will
stay in U if

u(T )u̇(T ) < 0 (11)

where u̇ = −(h′
1(x1)ẋ1 + h2(x1)ẋ2 + h′

2(x1)ẋ1x2) is the
change rate of u, because either u(T ) = ū and u̇ < 0, or
u(T ) = −ū and u̇ > 0. We consider the case when u(T ) = ū.
Then

u̇ = −
(
h′

1x2 + h2bū + h′
2x

2
2
)

= h′
1

(
ū + h1

h2

)

− h2bū − h′
2

(
ū + h1

h2

)2

=
h′

1h1

h2
+

h′
1 ū

h2
− h2bū − h′

2

(
ū + h1

h2

)2

< 0 (12)

is guaranteed by assumption A3. Next, we consider the case
when u(T ) = −ū, and then, a similar calculation shows that

u̇ =
h′

1h1

h2
− h′

1 ū

h2
+ h2bū − h′

2

(
ū − h1

h2

)2

> 0 (13)

is also guaranteed by assumption A3.
3) We may now proceed to the stability proof of the system

when inside the region U and neglect the effects of saturation.
To do so, let us take the following as a Lyapunov function
candidate:

V (x) =
∫ x1

0
h1(y)dy +

x2
2

2b
(14)

which is positive definite and radially unbounded.
Along the trajectory of the closed-loop system inside the

region U, we have

V̇ (x) = h1(x1)x2 − x2 [h1(x1) + h2(x1)x2 ]

= −h2(x1)x2
2 ≤ 0.

It remains to show that V̇ (x) = 0 only at the origin

V̇ (x) = 0 ⇒ h2(x1)x2
2 = 0 ⇒ x2 = 0.

This in turn implies that

x2(t) = 0 ⇒ ẋ2(t) = 0 ⇒ h1(x1(t)) = 0 ⇒ x1(t) = 0.

We may now claim LaSalle’s invariance principle and assert that
limt→∞ x(t) = 0. This completes the proof. �

This result provides us with a great deal of liberty when
designing a controller for system (1) because both h1(·) and
h2(·) may be nonlinear functions. We will take advantage of this
liberty in design and of the simplicity of the equations describing
the system in order to reach time-optimal performance.

IV. DYNAMICALLY DAMPED PTOS

In this section, we will adapt control law (7) and present
an alternative controller to be applied when the system enters
the region |e| ≤ yl . It will be shown that this will generate an
improved performance inasmuch as an aggressive controller in
that region allows us to be less conservative when |e| > yl .

A. Controller Design

Referring to (7), one notices that while |e| ≤ yl , the linear
gain K = [k1 k2 ] may be parameterized as

K = [4π2ω2 4πωζ]

with ω representing the undamped natural frequency of the sys-
tem and ζ the damping ratio. As pointed out in [13], the con-
tinuity conditions on the PTOS limit the damping ratio of the
system. In fact, from (9)

ζ =

√
1
2α

and it is evident that the larger the α, the smaller the damping
and, consequently, the larger the overshoot. For example, if α
is pushed to its limit, i.e., α = 1, then ζ = 0.707 resulting in
a large overshoot. However, by making use of a dynamic gain
when |e| ≤ yl , we can add damping to the system via a nonlinear
feedback following the ideas of Lin et al. in [15]. As opposed
to the ideas of [13], the proposed controller will use a dynamic
damping scheme only at |e| ≤ yl . This will allow the system to
avoid overshooting while retaining a high performance (α → 1)
and the simplicity of the PTOS. This controller is presented in
the next theorem. Notice that for |x1 | > yl , the traditional PTOS
is applied, but for |x1 | ≤ yl , a dynamic gain is applied to the
velocity feedback in order to add damping.

Theorem 4.1: Consider the closed-loop system composed of
(1) and (10) with

h1(x1) =

{
k1x1 , |x1 | ≤ yl

sgn(x1)k2

(√
2būα|x1 | − ū/k2

)
, |x1 | > yl

h2(x1) = k2(1 + ρ(x1))

ρ(x1) =
{

β(|x1 | − yl)2 , |x1 | ≤ yl

0, |x1 | > yl

where

k1 > 0, k2 =

√
2k1

bα
, yl =

ū

k1
(15)

and

0 < α < 1, (α−1 − 1)/(4y2
l ) > β ≥ 0. (16)
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Then, the closed-loop system is globally asymptotically stable
in the sense that limt→∞ x(t) = 0 for any x(0) ∈ R

2 .
Proof: The proof will be based on Lemma 3.1 with T = R. In

particular, we need to examine the three assumptions A1–A3.
Clearly, h1(·) is an odd function with

h1(x1) = −h1(−x1), lim
x1 →±∞

h1(x1) = ±∞. (17)

Its derivative satisfies h′
1(x1) = h′

1(−x1). So, it suffices to show
that h′

1(x1) > 0 ∀x1 ≥ 0 for A1. Actually, we have h′
1(x1) =

k1 > 0 for x1 < yl and h′
1(x1) = k2

√
būα/(2x1) > 0 for x1 >

yl . With the parameters given in (15), it is easy to see that, when
x1 = yl , we have

k1x1 = sgn(x1)k2

(
√

2būα|x1 | −
ū

k2

)

and

k1 = k2
√

būα/(2x1)

which imply that h1(·) is continuous and continuously differen-
tiable, respectively. So, we have h′

1(yl) = k1 > 0. Assumption
A1 is, thus, satisfied.

Assumption A2 is clearly true because h2(x1) ≥ k2 > 0.
We will consider two cases for assumption A3.
Case 1: |x1 | ≤ yl . First, we note that the function h2(x1) is

an even piecewise continuously differentiable with h2(x1) =
h2(−x1) and h′

2(x1) = −h′
2(−x1). Moreover

h′
2(x1) = 2k2β(x1 − yl) ≤ 0, x1 > 0

h′
2(0

+) = −h′
2(0

−) = 2k2β(−yl) ≤ 0.

In this case, A3 becomes

ū(k1 − h2
2b) + h′

2(ū − h1)
2/h2 < k2

1x1 < ū(bh2
2 − k1)

+h′
2(ū + h1)2/h2 .

When x1 > 0, since bh2
2 − k1 ≥ bk2

2 − k1 > 0, and h′
2(x1) ≤

0, it suffices to show

k2
1x1 < ū(bh2

2 − k1) + h′
2(ū + h1)2/h2 (18)

or

k2
1yl + ūk1 < ūbh2

2 + h′
2(ū + h1)2/h2 .

It is true from the following calculation:

ūbh2
2 + h′

2(ū + h1)2/h2

≥ ūbk2
2 + (2k2β(x1 − yl))(ū + h1)2/k2

≥ ūbk2
2 − (2k2βyl)(ū + h1)2/k2

≥ ūbk2
2 − (2k2βyl)(ū + k1yl)2/k2 > k2

1yl + ūk1

where the last inequality is equivalent to (16).
When x1 < 0, since bh2

2 − k1 > 0, and h′
2(x1) > 0, it suf-

fices to show

ū(k1 − h2
2b) + h′

2(ū − h1)
2/h2 < k2

1x1

which is true following the same argument.
When x1 = 0, it suffices to show

ū(bh2
2(0) − k1) > |h′

2(0)|ū2/h2(0)

TABLE 1
PARAMETERS OF PTOS AND DDPTOS

which is in the form of (18) with x1 = 0, and the remaining
proof follows.

Case 2: |x1 | > yl . In this case, A3 becomes

ū(h′
1 − k2

2 b) < h′
1h1 < ū

(
bk2

2 − h′
1
)
.

By symmetry, it suffices to show

h′
1h1 < ū

(
bk2

2 − h′
1
)
, x1 > yl

that is

(k2
√

būα/(2x1))(k2(
√

2būαx1 − ū/k2))

< ū(bk2
2 − k2

√
būα/(2x1)), x1 > yl.

Some simple calculation shows that this inequality reduces to
α < 1. The proof is, thus, complete. �

Remark 4.1: By choosing β = 0, the proposed controller be-
comes identical to the PTOS. There is, however, a severe loss
in performance when no dynamic damping is added to the con-
troller inasmuch as the acceleration discount factor α must take
values considerably smaller than 1; so, the system is able to
achieve acceptable levels of overshoot. In summary, the dy-
namic damping allows the controller to be more aggressive
when |x1 | ≤ yl , which in turn allows the controller to be less
conservative (α → 1), when |x1 | > yl , generating an improved
performance during the overall trajectory.

B. Simulation Results

Surely, we expect the proposed controller to have some im-
provement over the traditional one; this will be demonstrated
in this section. In order to see how significant the performance
improvement is, we will also compare both the controllers to
the TOC.

Here, the parameters are the same as those of the real system
that will be used to implement these controllers in Section VI.
The system is as in (1) with ū = 1 and b = 17 000 so that x1 units
are given in millimeters. The time-optimal control is applied via
the simple equation in (3). The parameters used in both the tra-
ditional PTOS and the dynamically damped proposed controller
are given in Table I. Notice that the main difference in param-
eters comes from the acceleration discount factor α, because
the velocity gain k2 only changes as a result of the continuity
conditions (9) and (15). Finally, it is important to realize that
this single set of parameters was used for all responses. This
shows how easy this is to tune these controllers once the tuning
is not dependent on the step size.

Fig. 1 shows the normalized response y/yr for steps of 1,
10, 25, 50, and 70 mm. Notice how closer to the time-optimal
performance the proposed controller is when compared to the
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Fig. 1. Normalized simulated responses (y/yr ) for steps of 1, 10, 25, 50, and
70 mm for the three comparative controllers.

Fig. 2. Simulated response of TOC, PTOS, and DDPTOS for a 70-mm step
reference.

traditional PTOS. This is even clearer in Fig. 4, where we have
zoomed in at the 70 mm response on the top plot and we show the
three different inputs in the bottom plot. As expected, the accel-
eration profile of all three controllers is very similar because at
the beginning of the trajectories all of them are saturated. How-
ever, the dynamically damped (DDPTOS) input is much closer
to that of TOC on the rest of the trajectory. Because the proposed
controller is more aggressive during deceleration, it is able to
maintain the input saturated for a longer time during accelera-
tion, which generates the performance improvement shown in
the plots.

V. QUASI-TIME-OPTIMAL SERVOMECHANISM

It was argued in Section IV that the PTOS design had to
be somehow conservative because of the simple PD controller
applied when the system approaches the reference point. We
then proceeded by proposing a different controller such that the

conservatism due to the switching control law was minimized.
In this section, we will improve the system performance via a
different approach, i.e., a nonswitching controller will be pro-
posed such that no conservatism is added to the system. In fact,
the acceleration discount factor is unnecessary in this control
strategy (α = 1). Furthermore, the controller itself is of simpler
structure, once there is no switching between different control
laws. Finally, there are only two parameters to be tuned, and it
will be shown that the same set of parameters may be applied for
a wide range of steps while retaining near-optimal performance.

A. Controller Design

From the discussion in Section II, Step 2, we recall that the
necessity of a switching control law is due to asymptotic sta-
bility of the system, i.e., function (5) provides the system with
an equilibrium point away from the origin. Therefore, it is only
logical to investigate other types of controllers that satisfy the
stability criteria in Section III without the necessity of switch-
ing functions. Based on the previous discussion, a nonswitching
controller that achieves near-time-optimal performance is pro-
posed in the following theorem.

Theorem 5.1: Consider the closed-loop system composed of
(1) and (10), with

h1(x1) = k1sgn(x1)
(√

2būψ(x1)|x1 | − (ū/k1)ψ(x1)
)

h2(x1) = k2

ψ(x1) = (1 − e−μ |x1 |) (19)

for any

k1 > 0, 2k2
1 b/ū > μ > 0.

Then, the closed-loop system is semiglobally asymptotically
stable in the sense that, for any compact set Xo ⊂ R

2 , there
exists a k2 > 0 (depending on Xo ), such that any trajectory with
x(0) ∈ Xo satisfies limt→∞ x(t) = 0.

Proof: First, we note that the function h1(·) has the following
properties. It is a continuously differentiable odd function with

h1(x1) = −h1(−x1), lim
x1 →±∞

h1(x1) = ±∞. (20)

Its derivative satisfies h′
1(x1) = h′

1(−x1),

h′
1(x1) = k1

√
bū/2

(
ψ(x1) + x1ψ

′(x1)
√

x1ψ(x1)

)

− ūψ′(x1)

= k1

√

būψ(x1)
2x1

+ k1

√
būx1

2ψ(x1)
ψ′(x1) − ūψ′(x1)

= k1

√

būψ(x1)
2x1

− ū

2
ψ′(x1)

+

(

k1

√
būx1

2ψ(x1)
− ū

2

)

ψ′(x1) > 0, ∀x1 > 0 (21)
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and

h′
1(0) = lim

x1 →0
k1

√

būψ(x1)
2x1

+ k1

√
būx1

2ψ(x1)
ψ′(x1) − ūψ′(x1)

= k1

√
būμ

2
+ k1

√
bū

2μ
μ − ūμ = k1

√
2būμ − ūμ > 0.

In the last inequality of (21), we use the following facts.
1) The inequality |x1 |/ψ(x1) ≥ 1/μ implies

k1

√
būx1

2ψ(x1)
≥ k1

√
bū

2μ
>

ū

2
.

2) The inequality

k1

√

būψ(x1)
2x1

>
ū

2
ψ′(x1)

is equivalent to

2k2
1 b

ū
>

ψ′2(x1)x1

ψ(x1)

which holds if

μ ≥ ψ′2(x1)x1

ψ(x1)
or

h̄(x1) := 1 − e−μx1 − μe−2μx1 x1 ≥ 0.

It is true because h̄(0) = 0 and

h̄′(x1) = μe−μx1 − μe−2μx1 + 2μ2e−2μx1 x1 ≥ 0.

The remaining proof of this theorem is based on Lemma 3.1.
To this end, we need to define a subset T ⊂ R. We first show
that there exists a finite time T such that

x(T ) ∈ U, |x1(t)| ≤ x̄1 , |x2(t)| ≤ x̄2 ∀t ∈ [0, T ]
(22)

for some constants x̄1 and x̄2 depending on Xo . If x(0) ∈ U,
(22) is trivial with T = 0. Otherwise, the proof relies on the
same argument used in item 1 of the proof of Lemma 3.1. In
particular, we note that, for x(0) ∈ Xo and a finite T , ‖x(t)‖
is bounded for t ∈ [0, T ]. Then, we can define a finite constant
x∗

1 > 0 as
∫ x∗

1

0
h1(y)dy = V ([x̄1 , x̄2 ]) =

∫ x̄1

0
h1(y)dy +

x̄2
2

2b
(23)

and, hence, T = {x ∈ R | |x| ≤ x∗
1}. Clearly, we have x∗

1 ≥ x̄1 .
It is ready to check assumptions A1–A3 in Lemma 3.1. In

fact, A1 is satisfied from the aforementioned properties of h1(·)
and A2 is self-evident. It remains to examine A3 , i.e.

ū(h′
1(x1) − bk2

2 ) < h′
1(x1)h1(x1) < ū(bk2

2 − h′
1(x1)).

Due to the symmetry, it suffices to show

h′
1(x1)h1(x1) < ū(bk2

2 − h′
1(x1)) ∀x∗

1 ≥ x1 ≥ 0.

It is true if k2 is sufficiently large for

k2
2 > h′

1(x1)h1(x1)/(ūb) + h′
1(x1)/b ∀x∗

1 ≥ x1 ≥ 0.

Fig. 3. Normalized simulated responses (y/yr ) for steps of 1, 10, 25, 50, and
70 mm for the three comparative controllers.

It should be noted that x∗
1 ≥ x1 is critical in the aforementioned

inequality. Actually, the term on the right-hand side approaches
infinity as x1 goes to infinity; so, it is impossible to find a finite
k2 for the inequality for all x1 ≥ 0. Now, A3 is satisfied.

What left is to show that x1(t) ∈ T ∀t ≥ 0. From the afore-
mentioned definition of T, x1(t) ∈ T is true for t ∈ [0, T ] as
shown in (22). For any t > T , the trajectory is inside U, we
have V̇ (x) < 0 from item 3) of the proof of Lemma 3.1, i.e.

∫ x1 (t)

0
h1(y)dy ≤

∫ x1 (t)

0
h1(y)dy +

x2(t)2

2b

= V (x(t)) < V (x(T )).

On the other hand, (22) implies

|x1(T )| ≤ x̄1 , |x2(T )| ≤ x̄2

and, hence,

V (x(T )) ≤
∫ x̄1

0
h1(y)dy +

x̄2
2

2b
=

∫ x∗
1

0
h1(y)dy.

As a result, we have
∫ x1 (t)

0
h1(y)dy ≤

∫ x∗
1

0
h1(y)dy

or |x1(t)| ≤ x∗
1 , i.e., x1(t) ∈ T. The proof is, thus, complete. �

B. Simulation Results

Here, we will perform the same comparison that we have
performed in Section IV-B. The PTOS parameters are the same
given in Table I, and the quasi-TOS (QTOS) parameters are

k1 = k2 = 0.325, μ = 36. (24)

Fig. 3 shows the normalized response y/yr for steps of 1, 10, 25,
50, and 70 mm as in Section IV-B. Once again the proposed con-
troller is much closer to the time-optimal performance than the
traditional PTOS. This is also clear in Fig. 4, where we focused
at the 70 mm response. The top plot shows the trajectories of the
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Fig. 4. Simulated response of TOC, PTOS, and QTOS for a 70-mm step
reference.

Fig. 5. Experimental setup of the electromagnetic motor.

position and the bottom plot shows the three different inputs.
The proposed QTOS input is much closer to that of TOC pro-
viding the system with an aggressive performance, very similar
to that achieved by TOC.

VI. EXPERIMENTAL RESULTS AND DISCUSSION

The proposed controllers, along with the traditional PTOS,
were implemented in the linear motor (LM) set-up depicted in
Fig. 5, whose parameters are b = 1.7 × 104 and ū = 1. We have
made use of a DSP system (dSPACE-DS1103) with a sampling
frequency of 10 kHz and have limited the overshoot of all three
controllers to 30 μm independent of the step size. Moreover, a
conventional state observer was necessary once only the position
is available for feedback. The controller parameters are the same
as given in Sections IV-B and V-B. It is important to emphasize
that for all the step responses, we have used the same set of

Fig. 6. Normalized plant responses (y/yr ) for steps of 1, 10, 25, 50, and
70 mm for the three compared controllers.

Fig. 7. Plant response of TOC, PTOS, and DDPTOS for a 70-mm step
reference.

parameters. This shows how simple it is to tune the proposed
controllers, both of which only have few parameters to be tuned,
namely k1 and β for the DDPTOS, and ki and μ for the QTOS.
We have also compared the plant responses to the simulated TOC
response in order to show that, despite the tuning simplicity,
the proposed controllers are able to achieve quasi-time-optimal
performance.

Figs. 6 and 8 show the normalized responses for the step
inputs of 1, 5, 10, 25, 50, and 70 mm. It is clear from the figures
that the proposed controllers are considerably faster than the
traditional one and closer to the time-optimal performance. This
is also evident when analyzing the plots of Figs. 7 and 9, where
the control inputs are also depicted. Particularly, notice how
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Fig. 8. Plant responses (y/yr ) for steps of 1, 10, 25, 50, and 70 mm.

Fig. 9. Plant response of TOC, PTOS, and QTOS for a 70-mm step reference.

the proposed controllers approximate the time-optimal input.
Evidently, this is only possible because we have dropped the
conservatism generated by the acceleration discount factor α.

It remains to present some final discussion comparing the
proposed controllers to each other, after all, despite present-
ing very similar performances, they are crucially different in
some aspects. As opposed to the QTOS, the DDPTOS remains
a switching control law. Surely, the conservatism once added
to maintain the switching controller continuous was eliminated,
but the switching function still increases the complexity of the
controller. The advantage of maintaining such complexity is that
some form of linear analysis may be performed to the controller
inasmuch as the notions of natural frequency and (dynamic)
damping continue to make sense when the trajectories approach
the reference. On the other hand, the QTOS is a purely nonlin-

ear controller and linear analysis are not of the same usefulness.
Nevertheless, its tuning process is also particularly easy, and
because there is no switching involved, this controller is even
simpler than the traditional PTOS. In summary, both controllers
achieve a near-time-optimal performance, the DDPTOS does so
allowing a simpler (linear) analysis, and the QTOS allowing a
simpler implementation.

VII. CONCLUSION

This paper has proposed two different controllers that achieve
near-time-optimal performance for electromagnetic systems de-
scribed by the rigid-body equations of motion. The proposed
designs expanded on the ideas of the traditional PTOS and im-
proved this controller’s performance by eliminating the con-
servatism present in it. The so-called acceleration discount
factor was pushed to the boundary (α → 1) by the proposed
DDPTOS and was completely eliminated by the QTOS. Both
these controllers take full consideration of the saturation level
of the control input; in fact, instead of avoiding saturation, they
were specifically designed to saturate both at the acceleration
and deceleration profiles. Furthermore, a good performance is
achieved with simple tuning on the part of the designer: the
near-time-optimal performance is not step dependent and one
set of parameters performs well for a wide range of reference
steps. Experimental results validated the proposed controllers
by showing that their plant performance is comparable to the
simulated TOC performance.
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