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Abstract. This paper considers the problem of robust
stabilization for a class of uncertain nonlinear systems
which involve a base system with a control input and
a forwarding structure. Both parts of the system are
allowed to be nonlinear, multidimensional, and contain-
ing uncertain parameters. We present a new approach
to design stabilizing controllers which assure both robust
global asymptotic stability and local quadratic stability.
The main assumptions required for such a robust stabiliz-
ing controller to exist are quadratic stabilizability for the
local linearized model of the system, global asymptotic
stabilizability for the base system and some mild condi-
tions on the forwarding structure and the nonlinearity of
the system.
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1 Introduction

In this paper, we address the robust stabilization prob-
lem for a class of cascaded nonlinear systems with the
so-called forwarding or feedforwarding structure. More
precisely, these systems have the following model:

ẋ1 = f1(x1, x2, q)
ẋ2 = f2(x2, q) +B2(x2, q)u

(1)

where x1 ∈ Rn1 and x2 ∈ Rn2 are state variables,
u ∈ Rm is a control input, q is an uncertain parameter
vector belonging to a compact set Q ⊂ Rp, the nonlinear
functions f1(x1, x2, q), f2(x2, q) and B2(x2, q) ∈ Rn2×m

are smooth in x1, x2 and continuous in q.

Many similar cases of (1) have been studied; see, e.g.,
[1, 2, 3, 4, 6]. The work in these papers have led to sev-
eral design control methods. In [6], a saturation function
and input-output method are used to design a global as-
ymptotic stabilizer for an upper-triangular system. This
method allows some uncertainties in high order (nonlin-
ear) terms in a system but the accurate knowledge of a lo-
cal linearized model is required in control design. In [1, 2],
cascaded systems similar to that in (1) are studied and
two Lyapunov function based design methods are pro-
posed. However, the aforementioned design methods rely
on fairly accurate knowledge of the system as well. More

precisely, [1] requires accurate knowledge of the system
to design a cross term in a Lyapunov function, whereas
[2] requires an accurate knowledge of a local linearized
model to design a coordinate transformation that is used
in control design.

In [3] and [4], a robust control design approach is devel-
oped for an upper-triangular nonlinear system with large
size uncertainties in both linearized model and the non-
linear part of the system. Apart from providing a ro-
bust control design method, the results in [3] and [4] also
bridge a gap between linear robust control theory and
nonlinear robust control theory in the sense that the de-
sign method coincides with the seminal work of Wei [7]
on quadratic stabilization of linear systems.

The aim of this paper is to generalize the design ap-
proach proposed in [3] and [4] to the system (1). The key
difference between (1) and the upper triangular struc-
ture studied in [3] and [4] is that both the forward-
ing state x1 and the control input u are allowed to be
multidimensional in this paper. Note that multidimen-
sional forwarding state and control input are also con-
sidered in [2]. However this work has very strict re-
quirements on the admissible uncertainties in the system
model. Indeed, [2] requires f1(x1, x2, q) to be the form
f1(x1, x2, q) = A1(q)x1 +F12(x1, x2, q)x2 with a constant
matrix A1(q) and F12(x1, 0, q) ≡ 0. In our design, condi-
tions on f1(x1, x2, q) will be much more relaxed.

As we will indicate later, we also require weaker assump-
tions on the system but provide a simpler design and
proof of stabilizability. Our design method considers two
notions of stability: global asymptotic stability and local
quadratic stability. The latter requires the existence of
a locally quadratic Lyapunov function for the system (1)
for all admissible uncertain parameters q ∈ Q. Our sta-
bilizing controller involves two steps: The first controller
brings the state of the base system, x2, to a small neigh-
bourhood of the origin, and the second controller is used
to bring both x1 and x2 to the origin. A non-quadratic
Lyapunov function is used to establish the stability prop-
erties.



2 Nonlinear Forwarding System

Denote the local linearized model of the system (1) as

ẋ = A(q)x +B(q)u (2)

where

x =
[

x1

x2

]
; A(q) =

[
A1(q) A12(q)
0 A2(q)

]
; B(q) =

[
B1(q)
B2(q)

]

with B1(q) = 0.

Suppose the system (1) satisfies assumptions as below:

Assumption 2.1 (Local Quadratic Stabilizibility):
There exist a linear state feedback matrix

K = [K1 K2]

and a symmetric and positive-definite matrix P0 such that

P0[A(q) +B(q)K] + [A(q) +B(q)K]TP0 < 0, ∀q ∈ Q (3)

Without loss of generality, we let

P0 =
[

P1 −P1W
−WTP1 P2 +WTP1W

]
(4)

for some P1 = PT
1 > 0 and P2 = PT

2 > 0 and W . Equiv-
alently, the quadratic Lyapunov function is given by

V0(x1, x2) = (x1 −Wx2)TP1(x1 −Wx2) + xT
2 P2x2 (5)

Assumption 2.2 (Global Asymptotic Stabilizability of
the Base System): There exists a locally smooth con-
troller u0(x2) such that the system below

ẋ2 = f2(x2, q) +B2(x2, q)u0(x2) (6)

is globally asymptotically stable.

Assumption 2.3 (Smoothness Conditions): We require

f1(x1, x2, q) = A1(q)x1 +A12(q)x2 + F12(x, q)x2 (7)

f2(x2, q) = A2(q)x2 + F2(x2, q)x2 (8)

for some F2(x2, q) which is continuous in q and smooth
in x2 with F2(0, q) = 0, ∀q ∈ Q, and F12(x, q) which is
continuous in q and smooth in x and satisfies

max
q∈Q

‖F12(x, q)‖ ≤ γ1(x2)‖x1‖+ γ2(x2) (9)

with some smooth functions γi(x2) and γi(0) = 0, i =
1, 2.

Assumption 2.4 (Boundedness of the Forwarding
State): The matrix P1 in Assumption 2.1 is such that

P1A1(q) +AT
1 (q)P1 ≤ 0; ∀q ∈ Q. (10)

Remark 2.1: It is obvious that Assumption 2.1 is neces-
sary for local quadratic stabilization. Since the quadratic
stabilization theory for linear uncertain system is well
established, we will not discuss methods of solving the
linear quadratic control u = Kx and quadratic Lyapunov
function V0(x1, x2).

However, the condition in (10) is required for technical
reasons (in the proof of Theorem 3.1). To justify this
condition, we note several points: 1) When the forward-
ing state x1 is a scalar, this condition merely requires
A1(q) to be non-positive. In fact, A1(q) = 0 in the upper-
triangular structure. 2) When x1 is not a scalar, a con-
dition similar to (10) is often used; see [1, 2]. 3) To show
that stabilizability may be impossible without (10), we
consider the following example:

ẋ1 = εx1 + 2x2 + x2
2, ε > 0

ẋ2 = u
(11)

It is easy to verify that its local linearized model is stabi-
lizable. However, 2x2+x2

2 ≥ −1, implying that x1(t) will
diverge if x1(0) > 1/ε regardless what control is used.

Finally, we point out that Assumption 2.4, (7) and (9)
guarantee that x1 is bounded for bounded x2 (see [1]). ✷

3 Robust Forwarding

In this section, we design a robust controller for the sys-
tem (1) under Assumptions 2.1-2.4. The closed-loop sys-
tem is required to have both global asymptotic stability
and local quadratic stability.

The desired controller is a two-step controller. In the first
step, the controller u0(x2) is applied to drive the state
x2 into a given region Ω. This is achieved in some finite
time T . During this period, the forwarding state x1 is not
regulated. But x1(t), t ∈ [0, T ] is bounded (see Remark
2.1). Once x2 is inside Ω, a local (nonlinear) controller is
applied to drive both x1 and x2 to zero while maintaining
x2 ∈ Ω.

From Assumption 2.1, we choose

V2(x2) = xT
2 P2x2 (12)

as a local quadratic Lyapunov function for the base sys-
tem and define a local region Ω as:

Ω = {x2 |V2(x2) < µ} (13)

where µ > 0 is to be specified. Denote

A(x, q) =
[
A1(q) A12(q) + F12(x, q)
0 A2(q) + F2(x2, q)

]
. (14)

From Assumptions 2.1 and 2.3, we know that the follow-
ing holds for sufficiently small µ > 0 and ε > 0:

P0[A(x, q) +B(x2, q)K] + [A(x, q) +B(x2, q)K]TP0 < −εI;
(15)



for all x2 ∈ Ω.

Assumptions 2.2-2.4 guarantees that the first controller
u0(x2) can drive x2 into Ω in finite time while keeping x1

bounded. Hence, we assume in the sequel that x2(0) ∈ Ω,
where x2(0) is the initial value of x2(t). Choose

V (x1, x2) = (x1 −Wx2)TP1(x1 −Wx2) +
∫ V2(x2)

0

s(w)dw

(16)

as a local Lyapunov function for the system (1), where
s(w) is a positive, smooth, and monotonically non-
decreasing function for w ∈ [0, µ), with

∫ V2

0

s(w)dw → ∞; as V2 → µ

and s(0) > 1.

Remark 3.1 A particular choice of s(·) is given by

s(w) =
µ

µ− w
.

In general, the Lyapunov function (16) is non-quadratic.
However, as x → 0, V (x) becomes quadratic in x be-
cause s(0) > 0 and the smoothness of the function s(w).
We also note that the function

∫ V2(x2)

0 s(w)dw resembles
a “potential barrier” and the Lyapunov function (16) is
valid only for x2 ∈ Ω, i.e.,

V (x1, x2) → ∞ as V2(x2) → µ. (17)

This implies that future x2 ∈ Ω as long as that V (x1, x2)
remains bounded. ✷

For x2 ∈ Ω, the derivative of V (x1, x2) along the trajec-
tory of the system (1) is given by

V̇ (x1, x2) = xT [PA(x, q) +AT (x, q)P ]x + 2xTPB(x2, q)u
(18)

where

P =
[

P1 −P1W
−WTP1 s(V2)P2 +WTP1W

]
(19)

with its inverse given by

S =
[
P−1

1 + s−1(V2)WP−1
2 WT s−1(V2)WP−1

2

s−1(V2)P−1
2 WT s−1(V2)P−1

2

]
. (20)

Consider the following local controller:

ul(x1, x2) = s−1(V2(x2))K1x1

+[K2 + (1− s−1(V2(x2)))K1W ]x2
(21)

Then we have the following main result:

Theorem 3.1: Suppose the system (1) satisfies Assump-
tions 2.1-2.4. Then the closed-loop system controlled by
the following controller

u =
{

u0(x2), x2 /∈ Ω
ul(x1, x2), x2 ∈ Ω (22)

is robustly globally asymptotically stable and locally
quadratically stable.

Proof: As discussed before, we only need to consider the
case when x2(0) ∈ Ω and ul(x1, x2) is applied. Denoting

z = [zT
1 zT

2 ]
T = Px, (23)

the equation (18) becomes

V̇ (x1, x2) = zT [A(x, q)S + SAT (x, q)]z + 2zTB(x2, q)u.
(24)

Denote s−1(V2(x2)) by s−1 and let

u = s−1K1x1 +K2x2 + v. (25)

Then,

V̇ (x1, x2) = 2zT (A(x, q) +B(x2, q)K)Sz
−2(1− s−1)zTB(x2, q)[K1 0]Sz + 2zTB(x2, q)v(26)

Rewrite (15) as

[A(x, q) +B(x2, q)K]S0 + S0[A(x, q) +B(x2, q)K]T < −εS2
0 ,

∀x ∈ Rn1 × Ω; ∀q ∈ Q (27)

where S0 = P−1
0 . Rewriting S as

S = s−1S0 + (1− s−1)
[
P−1

1 0
0 0

]

we simplify (26) to

V̇ (x1, x2)
= 2s−1zT (A(x, q) +B(x2, q)K)S0z

+2(1− s−1)zT
1 [A1(q)P−1

1 ]z1

−2(1− s−1)zTB(x2, q)K1Wx2 + 2zTB(x2, q)v

Applying Assumption 2.4 and choosing

v = (1− s−1)K1Wx2, (28)

we have

V̇ (x1, x2)= 2s−1zT (A(x, q) +B(x2, q)K)S0z

= 2s−1(S0Px)TP0(A(x, q) +B(x2, q)K)(S0Px)
(29)

From Assumption 2.1, we can see that

V̇ (x1, x2) < 0; ∀x ∈ Rn1 × Ω− {0, 0} . (30)

This implies that

V (x1(t), x2(t)) ≤ V (x1(0), x2(0)), ∀t ≥ 0.

Using (16) and monotonicity of s(·), we have

V2(x2(t)) ≤ V (x1(0), x2(0))/s(0) =: ρ

Hence, (29) leads to

V̇ (x1, x2) ≤ −ε̂s−1(ρ)xTx (31)

with

ε̂ = ε min
V2(x2)≤ρ

λ2
min(S0P ).

Therefore, the system (1) is robustly globally asymptot-
ically stabilizible. Finally, the robust local quadratic
stability property follows from (31) and the fact that
V (x1, x2) becomes quadratic as x2 → 0. ∇∇∇



4 Block Upper-Triangular Sys-
tems

In this section, we provide some extensions to Theorem
3.1. The first extension is concerned with the following
nonlinear system:

ẋ1 = f1(x1, x2, u, q)
ẋ2 = f2(x2, u, q)

(32)

where x1, x2 and q are as in (1), f1(x1, x2, u, q) and
f2(x2, u, q) are nonlinear functions. The local linearized
model is given by (2) with B1(q) �= 0 in general.

The assumptions required for robust stabilization are the
same as in Assumptions except for the following simple
changes: (6) should read as

ẋ2 = f2(x2, u0(x2), q)

and the x2 in (7) and (9) should be interpreted as
[xT

2 , u
T ]T .

In order to solve the robust stabilization problem for (32),
we introduce a new state vector x3

x3 = u (33)

and a new control input

v = ẋ3 (34)

Substituting (33) and (34) into (32), the system can be
rewritten as

ẋ1 = f1(x1, x2, x3, q)
ẋ2 = f2(x2, x3, q)
ẋ3 = v

. (35)

Its local linearized model is given by

ẋ1

ẋ2

ẋ3


 =


A1(q) A12(q) B1(q)

0 A2(q) B2(q)
0 0 0





x1

x2

x3


 +


00
I


 v (36)

Lemma 4.1 Suppose Assumption 2.1 holds. Then, the
local linearized model (36) is quadratically stabilizable by

v = −γ(x3 −Kx) (37)

for a sufficiently large γ > 0 with x = [x1, x2]T . Fur-
thermore, P1 can still be the (1, 1)-block of the Lyapunov
matrix for (36).

Proof From Assumption 2.1, we know that

[(A(q) +B(q)K]T (P0 + δP0) + (P0 + δP0)[A(q) + B(q)K] < 0

for all q ∈ Q, provided that δP0 is sufficiently small.
Choose a Lyapunov function for (36) as follows:

V0(x1, x2, x3) = xT (P0 + δP0)x + ε(x3 −Kx)T (x3 −Kx)

for some ε > 0. Its derivative along the trajectory of (36)
is

V̇0 = 2xT (P0 + δP0)(A(q)x +B(q)x3)
+2ε(x3 −Kx)T (v −K(A(q)x+B(q)x3))

Let x̄3 = x3 −Kx, we have

V̇0 = 2xT (P0 + δP0)(A(q) +B(q)K)x
+2xT (P0 + δP0)B(q)x̄3

−2εx̄T
3 K(A(q) +B(q)K)x

+2εx̄T
3 (v −KB(q)x̄3)

It is easy to see that

v = −γx̄3 = −γ(x3 −Kx)

will make V̇0 < 0, ∀q ∈ Q when γ > 0 is sufficiently
large. Hence, the system (36) is quadratically stabiliz-
able. To verify that P1 can still be the (1, 1)-block of the
Lyapunov matrix for (36), we simply take δP0 = −εKTK
and ε sufficiently small. This gives V0(x1, 0, 0) = xT

1 P1x1.
∇∇∇

The stabilizing controller for (32) again consists of two
parts: First, the global controller u0(x2) is applied to
(32) until x2 is sufficiently small in some finite time T .
Then, consider the system (35) with initial x3 = 0 and
treat the sub-system with x2 and x3 as the base sys-
tem. Since u0(x2) is locally smooth, x3(T ) should be
sufficiently small. Now apply Theorem 3.1 to come up
with a local controller vl(x1, x2, x3). The resulting con-
troller

u(t) = x3(t) =
∫ t

0

vl(x1, x2, x3)dt

will robustly stabilize the system (32). This is summa-
rized below:

Theorem 4.1 Suppose the system (32) satisfies Assump-
tions 2.1-2.4 with the modifications mentioned earlier in
this section. Then the system is robustly globally asymp-
totically stabilizible and locally quadratically stabilizable.

Proof. The proof simply follows from Theorem 3.1 and
Lemma 4.1. ∇∇∇

The second extension involves a more general class of
uncertain nonlinear systems that our approach can deal
with. These systems are given by the following block for-
warding structure:

ẋ1 = f1(x1, · · · , xk, u, q)
. . .

ẋk−1 = fl−1(xk−1, xk, u, q)
ẋk = fl(xk, u, q)

(38)

where x1 ∈ Rn1 , · · · , xk ∈ Rnk are the state vectors, and
other terms are defined similarly as before. It is tedious
but straightforward to determined the conditions required
for robust control design. The details are thus omitted.



5 Extension of Base Systems

In this section, we consider the stabilization problem for
the system (1) in which the base system is in a more
general form as below:

ẋ1 = f1(x1, x2, q)
ẋ2 = f21(x1, x2, q) + f2(x2, q) +B2(x2, q)u

(39)

Suppose the system (39) satisfies the following assump-
tions:

Assumption 5.1 (Matching Condition of the Base Sys-
tems) For the base system of the system (39), there exist
B2(x2), d21(x1, x2, q) and ∆b(x1, x2, q) smooth in x1, x2

and continuous in q such that, for all x1 ∈ Rn1 , x2 ∈ Rn2

and q ∈ Q,

f21(x1, x2, q) = B2(x2)d21(x1, x2, q). (40)

with d21(0, 0, q) ≡ 0, ∀q ∈ Q, and

B2(x2, q) = B2(x2)[I +∆b(x1, x2, q)] (41)

with ‖∆b(x1, x2, q)‖ < δb for a positive constant δb ∈
(0, 1).

Assumption 5.2 (Global Asymptotic Stabilizability of
the Base System): There exist a smooth controller u0(x2)
and a Lyapunov function W2(x2) such that

∂W2(x2)
∂x2

[f2(x2, q) +B2(x2, q)u0(x2)] < −ε2‖x2‖2 (42)

for some position constant ε2 > 0.

Lemma 5.1 Suppose the base system of the system (39)
satisfies Assumptions 5.1 and 5.2. Then, for any bounded
state x1, the controller

ū0(x1, x2) = u0(x2)

− λmax(P2)
4ε2µ(1 − δb)

BT
2 (x2)

∂TW2

∂x2
(δ2

21(x1, x2) + 1)(43)

where ‖d21(x1, x2, q)‖ ≤ δ21(x1, x2) and λmax(·) denotes
as the maximum eigenvalue, drives the state x2 into a
local region Ω after a finite time T which is independent
of x1. Further the state x2 is bounded by a constant
Γ(x2(0)), i.e., ‖x2(t)‖ ≤ Γ(x2(0)), ∀t > 0.

Proof : Omitted.

Lemma 5.2 Suppose the x1-subsystem of the system
(39) satisfies Assumptions 2.3 and 2.4. For any positive
constant Γ and T , if the state x2(t), t ≤ [0, T ] is bounded
by Γ, i.e., ‖x2(t)‖ ≤ Γ, t ≤ [0, T ], the state x1(t), t ∈ [0, T ]
is bounded by smooth function

‖x1(t)‖ ≤
(
V1(x1(0))
λmin(P1)

)1/2

eαT/2; ∀t ∈ [0, T ] (44)

where

α =
2‖P1‖

λmin(P1)
max

‖x2‖ ≤ Γ
q ∈ Q

[‖A12(q)x2‖

+[γ1(x2) + γ2(x2)]‖x2‖] (45)

and λmin(·) denotes as the minimum eigenvalue.

Proof: Denote V1(x1) = xT
1 P1x1. Since the x1-subsystem

of the system (39) satisfies Assumptions 2.3 and 2.4, there
holds

V̇1(x1) = 2xT
1 P1A1(q)x1 + 2xT

1 P1A12(q)x2

+2xT
1 P1F12(x2, q)x2

≤ 2xT
1 P1A12(q)x2 + 2xT

1 P1F12(x2, q)x2

≤ 2‖x1‖‖P1A12(q)x2‖+ 2‖x1‖‖P1‖(γ1(x2)‖x1‖
+γ2(x2))‖x2‖ (46)

When ‖x1‖ ≥ 1, the inequality (46) can be written as

V̇1(x1) ≤ αV1(x1). (47)

Then it can be easily checked that
(

V1(x1(0))
λmin(P1)

)1/2

eαT/2 is
an upper bound of the state x1(t), ∀t ∈ [0, T ]. ∇∇∇

Lemma 5.3 The controller ū0(x1, x2) in (43) guaran-
tees that, for any initial state (x1(0), x2(0))T , the state
(x1(t), x2(t))T t ∈ [0, T ] of the system (39) is bounded by
a constant C(x1(0), x2(0), T ).

Proof: Suppose ū0(x1, x2) is applied to the system (39).
Then we claim that (x0(t), x(t)) is bounded by a constant
C(x1(0), x2(0), T ) for all t ≤ T . Indeed, if this is incor-
rect, there must be a t0 ≤ T such that ‖(x1(t), x2(t))‖ <
∞, ∀t ∈ [0, t0) and ‖(x1(t), x2(t))‖ → ∞ as t → t0. From
Lemma 5.2 we realise that x2(t) → ∞ as t → t0 because
if x2(t) were bounded, so would be x1(t). Since x2(t) is
continuous on t, t ∈ [0, t0), for any given positive con-
stant c, there is a positive ε̄ such that ‖x2(t))‖ > c when
t ∈ [t0 − ε̄, t0) and maxt∈[0,t0−ε̄] ‖x2(t)‖ > c. Then, from
the Lemma 5.2, x1(t) is bounded t ∈ [0, t0 − ε̄]. Now,
we choose c = Γ(x2(0)) in Lemma 5.1, then there is a
ε̄0 such that maxt∈[0,t0−ε̄0] ‖x2(t)‖ > Γ(x2(0)) and x1(t)
is bounded t ∈ [0, t0 − ε̄0]. This contradicts Lemma 5.1.
Therefore, (x1(t), x2(t)) is bounded for any t ≤ T . Then,
from Lemma 5.1 again, ‖x2(t)‖ ≤ Γ(x2(0)), ∀t ≤ T .
Hence, for any t ∈ [0, T ],

‖x1(t)‖2 ≤ V1(x1(0))
λmin(P1)

eα(x2(0))T ; ∀t ∈ [0, T ] (48)

where

α(x2(0)) =
2‖P1‖

λmin(P1)
max

‖x2‖ ≤ Γ(x2(0))
q ∈ Q

[‖A12(q)x2‖

+(γ1(x2) + γ2(x2))‖x2‖] . (49)

Hence, ‖(x1(t), x2(t))‖ ≤ C(x1(0), x2(0), T )
if we choose C(x1(0), x2(0), T ) = Γ(x2(0)) +(

V1(x1(0))
λmin(P1)

)1/2

eα(x2(0))T/2. ∇∇∇



Since d21(x1, x2, q) is smooth in x1, x2 and d21(0, 0, q) ≡
0, ∀q ∈ Q, there exists D21(x1, x2, q) such that
d21(x1, x2, q) = D21(x1, x2, q)x where D21(x1, x2, q)
is bounded by a smooth function δ̄21(x1, x2), i.e.,
‖D21(x1, x2, q)‖ ≤ δ̄21(x1, x2), ∀x1 ∈ Rn1 , x2 ∈ Rn2 , q ∈
Q.

Theorem 5.1 Suppose the system (39) satisfies Assump-
tions 5.1, 5.2, 2.3 and 2.4. Then the closed-loop system
controlled by the following controller

u =
{

ū0(x1, x2), x2 /∈ Ω
ūl(x1, x2), x2 ∈ Ω (50)

where

ūl(x1, x2) = ul(x1, x2) + v̄ (51)

and

v̄ = − s(ρ)
ε̂(1− δb)

BT (x2)Pxδ2
21(x1, x2) (52)

where B(x2) = (0 BT
2 (x2))T , is robustly globally asymp-

totically stable and locally quadratically stable.

Proof Suppose the initial condition x2(0) is in the given
local region Ω, (29) can be rewritten as

V̇ (x1, x2) = 2s−1xTP0(A(x, q) +B(x2, q)K)x
+2zTB(x2, q)D21(x1, x2, q)Sz + 2zTB(x2, q)v̄

< − ε̂

2
‖x‖2. (53)

Suppose the initial condition x2(0) is not in the given
local region Ω. Then applying Lemmas 5.1 and 5.2,
the state x2 is driven by the controller ū0(x1, x2) into
the local region Ω after a finite time T and, further,
the state (x1(t), x2(t)), t ∈ [0, T ] is bounded by a con-
stant C(x1(0), X2(0), T ). Further, considering (52), the
state (x1(t), x2(t)), t > 0 is bounded by a constant
Γ+(x1(0), x2(0)). Furthermore, the system (39) is ro-
bustly globally asymptotically and locally quadratically
stabilizied by the controller (50). ∇∇∇

Remark 5.1 Theorem 5.1 can be recursively applied to
solve the robust stabilization problem for the system in a
form as below:

ẋ1 = f1(x1, · · · , xk, q)
. . .

ẋk−1 = fk−1(xk−1, xk, q)
ẋk = fk1(x1, · · · , , xk, q) + fk(xk, q) +Bk(x1, · · · , , xk, q)u

(54)

where fk1(x1, · · · , xk, q) and Bk(x1, · · · , , xk, q) satisfy
the matching condition. The system (54) is a general
form of the system (1) in [3]. ✷

6 Conclusions

In this paper, we have studied the robust stabilization
problem for a class of uncertain nonlinear systems in a

block forwarding structure. A new design method is in-
troduced to achieve both robust global asymptotic sta-
bility and local quadratic stability. This method is gen-
eralized from [3, 4], enabling us to simplify the design
process and the required assumptions. It should be noted
that this method can be combined with the backstep-
ping design method to give a recursive design for robust
controllers for a much larger class of uncertain nonlin-
ear systems involving both forwarding and backstepping
structures; see [5] for details.
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