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Decentralized Optimal Demand-Side Management
for PHEV Charging in a Smart Grid
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Abstract—Plug-in hybrid electric vehicles (PHEV) are expected
to become widespread in the near future. However, high pene-
tration of PHEVs can overload the distribution system. In smart
grid, the charging of PHEVs can be controlled to reduce the
peak load, known as demand-side management (DSM). In this
paper, we focus on the DSM for PHEV charging at low-voltage
transformers (LVTs). The objective is to flatten the load curve of
LVTs, while satisfying each consumer’s requirement for their
PHEV to be charged to the required level by the specified
time. We first formulate this problem as a convex optimization
problem and then propose a decentralized water-filling-based
algorithm to solve it. A moving horizon approach is utilized
to handle the random arrival of PHEVs and the inaccuracy
of the forecast nonPHEV load. We focus on decentralized
solutions so that computational load can be shared by individ-
ual PHEV chargers and the algorithm is scalable. Numerical
simulations are given to demonstrate the effectiveness of our
algorithm.

Index Terms—Decentralized convex optimization, demand-side
management (DSM), plug-in hybrid electric vehicle (PHEV),
smart grid, water filling.

I. INTRODUCTION

ROAD TRAFFIC is known as one of the main causes
of greenhouse gas emission. Together with the rising

fuel price and high-energy efficiency, electric vehicles tend
to become more widespread in the next decades. To satisfy
the need of long distance travel, plug-in hybrid electric vehi-
cles (PHEVs) are more desirable. A PHEV uses both batteries
and a combustion engine to minimize the fuel consumption. A
PHEV is charged when it is plugged into the charger located
at home or a public charging station. However, this may pose
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challenge to the electric grid’s distribution system [1]. Large
penetration of PHEVs will add to the current peak load or
create new peak load. It can cause serious voltage deviation
and overloading of transformers. Excessive voltage deviation
can cause damage to electrical appliances while persistent
overloading can overheat transformers, which may result in a
blackout.

Fortunately, with the development of smart grid, advanced
metering and communication systems enable us to develop
better algorithms to deal with these problems. So the timing
and rate of PHEV charging can be controlled to reduce the
peak load, which is called demand-side management (DSM).
DSM refers to techniques that attempt to influence customer
consumption patterns of electricity to match current or fore-
cast capabilities of the power supply system [2]. DSM is
surely a critical part of smart grid, as it makes the grid more
economical, reliable, and eco-friendly.

There have been a number of studies on DSM of PHEVs.
Reference [3] presents a hierarchical control algorithm to real-
ize the synergy between PHEV charging and wind power. The
three-level controller proposed in this paper utilizes PHEV
charging to compensate wind power fluctuation and thus indi-
rectly regulate the grid frequency. References [4] and [5]
deal with the valley-filling problem by controlling the charg-
ing of a large population of PHEVs. In [4], a decentralized
algorithm is developed based on Nash equilibrium, but only
proves optimal in the homogeneous case where all PHEVs
have the same exit time, energy need, and maximum charg-
ing power. In [5], a control signal from the utility company
is altered to guide the updates of PHEVs’ charging pro-
files. This algorithm converges to optimal charging profiles
in both homogeneous and nonhomogeneous cases. However,
if communication between the utility company and PHEVs
is asynchronous, the performance of the algorithm can be
largely affected. Moreover, it is complex for engineering prac-
tice. References [6] and [7] are more relevant to this paper
since they both tackle the problem of distribution transformer
overheating. In [6], peak load shedding is utilized to do load
shaping, with consideration of consumers’ preferences and
load priorities. A multiagent system solution is adopted in [7],
which features high adaptability and scalability. As both of
them address this problem in terms of control strategy, we
feel obliged to give a decentralized algorithm to solve this
problem quantitatively, which is also simple for engineer-
ing practice. Reference [8] gives a comprehensive review on
PHEV charging problems.
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Finite horizon optimization is a real-time optimization
technique which aims to find an optimal control sequence
{uk, uk+1, . . . , uk+N−1}, which begins at the current time k and
ends at some future time k + N − 1. To help handle possibly
unexpected changes in the system after time k, typically only
uk is applied, whereas uk+1, . . . , uk+N−1 are discarded. That
is, the aforementioned finite horizon optimization is repeated
at each time k to derive the optimal uk. This is known as
moving horizon optimization [9], which is very similar to
model predictive control (MPC) [10]. MPC is quite popu-
lar in the process control industry. With the development of
distributed MPC [11], [12], this method finds applications in
many other areas, such as power systems, water distribution
systems, and traffic systems [13]–[15]. There have already
been some research on distributed optimization within a MPC
framework, such as [16].

In this paper, we focus on the impact of PHEV charging on
low-voltage transformers (LVTs). The objective is to flatten the
load curve of every LVT, while each consumer’s requirement
for their PHEV to be charged to the required level by the spec-
ified time is satisfied. Inspired by the water-filling principle
in information theory, we first formulate the PHEV charging
problem as a convex optimization problem and then propose a
decentralized water-filling-based algorithm to solve it. A mov-
ing horizon approach is adopted to handle the random arrival
of PHEVs and the inaccuracy of forecast nonPHEV load. In
the algorithm, a LVT is only responsible for communication
and requiring very little computation while the PHEVs con-
nected to it share the computation in a distributed fashion.
Our algorithm will be demonstrated using several numerical
simulations, which include academic examples to show the
optimality behavior of the proposed algorithm and a practical
example to show the effectiveness of our algorithm for DSM.

The rest of this paper is organized as follows. In Section II,
the model of PHEV charging is introduced and the problem
formulation is presented. In Section III, we give a water-filling
algorithm and its modified version to address this problem.
Numerical simulations are given in Section IV. The conclusion
is given in Section V.

II. PRELIMINARIES AND PROBLEM FORMULATION

In this section, we first give the dynamic model of PHEV
charging and then introduce the charging methods of Lithium-
ion batteries, moving horizon optimization, and the water-
filling principle. Finally, the DSM problem for PHEV charging
at LVTs is formulated as an optimization problem.

A. Dynamic Model of PHEV Charging

Nowadays, almost all PHEVs use Lithium-ion batteries
because of its advantages, e.g., high-energy density, good load
characteristics, and low maintenance.

The state of charge (SOC) is the equivalent of a fuel gauge
for the battery in a PHEV and is defined as

SOC = CR

C
× 100% (1)

with C representing the battery energy capacity (kWh) and CR

is the remaining battery energy capacity (kWh).

Fig. 1. CC-CV charging process of Lithium-ion batteries (I, current;
U, voltage).

Suppose there are n households, each having a PHEV.
Suppose, we start at time 0 and the sampling period is set to be
�T . For the ith PHEV, the initial SOC, target SOC, exit time,
battery capacity, charging efficiency coefficient, and maximum
charging power are denoted by xi(0), x�

i , Ti = Ki�T , Ci,
ηeffi(∈ (0, 1)), and pi,max(≥ 0), respectively. For households
without active PHEVs, their capacities and maximum charg-
ing powers will be set to zero. The dynamic model for the ith
charging PHEV is given by

xi(k + 1) = xi(k) + ηeffi�T

Ci
pi(k) (2)

where xi(k) and pi(k) are the SOC and charging power, respec-
tively, at time k. The charging power is assumed to be kept
constant in each sampling interval. We assume the efficiency
coefficient ηeffi to be constant regardless of the charging power
because the efficiency can reach more than 95% if the charging
power is not too high [17].

Denoting

ai =
{

ηeffi�T/Ci Ci > 0

0 Ci = 0

(2) can be rewritten as

xi(k + 1) = xi(k) + aipi(k) (3)

which is valid for all PHEVs, whether charging or not. The
constraint on pi(k) is given by

0 ≤ pi(k) ≤ pi,max(k) (4)

with

pi,max(k) =
{

pi,max k < Ki and Ci > 0

0 otherwise.

B. Charging Method

Traditionally, constant current constant voltage (CC-CV)
charging method is used to charge PHEVs, as shown in
Fig. 1. First, the PHEV is charged with a constant cur-
rent and when the battery voltage limit is reached, Stage 2
begins. In terms of SOC, the best functional range of Lithium-
ion batteries is from 20% to 85%. Actually, when Stage 1
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Fig. 2. Moving horizon principle [r(k), reference signal; y(k), output;
ŷ(k + 1|k), predicted output of k + 1 at k].

terminates, SOC can reach 85%. Thus, it is recommended
to ignore Stage 2 [18]. In this paper, PHEVs are charged
with variable power. Regarding the effects of variable charg-
ing current on Lithium-ion battery, Krieger [17] has given
a detailed description in terms of capacity fade and effi-
ciency, from which, we can conclude that Lithium-ion bat-
teries can be charged with dynamic power without adversary
effects. Therefore, PHEVs are assumed to be charged by
a smart charger, which could determine the charging cur-
rent of PHEV based on the power allocated and terminal
voltage.

C. Moving Horizon

Moving horizon principle means that after computation
of the optimal control sequence, only the first control sam-
ple will be implemented, subsequently the horizon is shifted
one sample and the optimization is restarted with new infor-
mation of the measurements. Fig. 2 explains the idea of
moving horizon. At time k the future control sequence
{u(k|k), . . . , u(k + N − 1|k)} is calculated by optimizing a
determined criterion to keep the process as close as possible
to the reference signal. This criterion usually takes the form of
a quadratic function of the errors between the predicted out-
put signal ŷ(k + 1|k) and the reference signal r(k). But only
the first element of the optimal sequence (u(k) = u(k|k)) is
applied to the real process. At the next time instant, the hori-
zon is shifted from k to k +N −1 to k +1 to k +N and a new
optimization at time k+1 is solved. The process is carried out
repeatedly [19].

D. Water Filling

Water filling or water pouring is a well-known algorithm in
information theory. As far as we know, this was first put for-
ward in [20]. Many constrained optimization problems can be
solved using water filling and it has extended to many other
areas, such as case-based reasoning [21], image structural
feature extraction [22], and watermarking [23].

The classical water filling algorithm is used to maxi-
mize the channel capacity of a communication channel over
a finite bandwidth with a given power constraint. Suppose
there are M subchannel (1, 2, . . . , M) with noise power levels
(N1, N2, . . . , NM). The optimization problem is to allocate the

Fig. 3. Water filling for maximizing channel capacity.

power Pi to the ith subchannel for every i, subject to a given
total power constraint

∑M
i=1 Pi ≤ Pr. Then the problem can

be formulated as [24]

max f (Pi) =
M∑

i=1

log

(
1 + Pi

Ni

)

subject to

{∑M
i=1 Pi ≤ Pr

Pi ≥ 0, 1 ≤ i ≤ M.
(5)

Using the Lagrange multiplier method to solve this problem,
the Lagrangian to be maximized is

L (Pi, λ) =
M∑

i=1

log

(
1 + Pi

Ni

)
+ λ

(
Pr −

M∑
i=1

Pi

)
.

Differentiating it with respect to Pi yields

1

Ni + Pi
− λ = 0.

Denoting α = 1/λ and considering the second constraint
Pi ≥ 0, 1 ≤ i ≤ M, the solution is given by

Pi = max(0, α − Ni), 1 ≤ i ≤ M (6)

where α is the “water level” chosen to satisfy
∑M

i=1 Pi = Pr.
Equation (6) is the famous water filling result and it can be
interpreted by Fig. 3. The important feature of water filling is
that Pr is a monotonically increasing function of α, implying
that the optimal level of α can be easily found by a simple
line search.

E. Problem Formulation

A power distribution system has different kinds of struc-
tures, among which the radial structure is the most common
one [25]. In this paper, we consider a distribution grid as
in Fig. 4, where the distribution grid is hierarchical, involv-
ing a high-voltage transformer (HVT) connecting to a set
of LVTs, each of which in turn connects to a number of
households with PHEV chargers and forms a radial struc-
ture, similar to the structure in [7]. The objective is to apply
DSM on all PHEV chargers to maximally flatten the power
demand curve at the LVT connected to the PHEVs, while sat-
isfying each consumer’s requirement for their PHEV to be
charged to the required level by their specified time. As the
HVT and LVT may not be able to get the flattest demand
curves at the same time and LVTs tend to get overloaded
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Fig. 4. Schematic of the structure of a distribution grid [7].

sooner than HVTs [7], we consider LVTs only in this paper.
We note that there is another structure for power distribu-
tion systems, where the grid has multiple LVTs connecting
to different household areas. This structure is often used
in metropolitan areas because it is of high cost as well as
high reliability [25]. We do not consider this structure in
this paper.

In this paper, we consider only single-phase LVTs. This is
motivated by the facts that power supply to most residential
and small commercial customers is single-phase and that all
household PHEV chargers are single-phase [25]. (The more
powerful three-phase chargers are only equipped at public
charging stations, which are not considered here.) It is true that
such single-phase power supply may not always come from
single-phase LVTs (i.e., it may come from one phase of a two
or three-phase LVT). In such a case, load balancing among
different phases is managed by a distribution planner, and the
main challenge for the distribution planner is to counter the
load fluctuations in the individual phases [25], [26]. Therefore,
by flattening the demand curve in each phase, load balancing
tends to be improved. We also note that coherent DSM for dif-
ferent phases may impose extra difficulties because different
phases are often supplied to different residential or commer-
cial areas. Hence, DSM for three-phase power supplies can
be effectively treated as three separate DSM problems with
single-phase LVTs.

Throughout this paper, we assume that the distribution sys-
tem has sufficient power capacity so that power line flow
limit will not be exceeded. We further assume that the
PHEV load is mostly resistive as the power factor of a
PHEV charger is very high due to the power factor cor-
rection mechanism [27], [28] so that a limit on the voltage
drop can be effectively captured by a limit on the power of
the load. These assumptions are valid for typical households
and LVTs.

We first formulate the PHEV charging problem as a finite
horizon optimization problem. Consider the given time hori-
zon from k = 0 to N − 1, where N ≥ Ki, i = 0, 1, . . . , n. It
is assumed that the forecast nonPHEV power consumption
qi(k), k = 0, 1, . . . , N − 1, for each household i is known to

the household i. The objective of DSM can be formulated as
follows:

min f (p) =
N−1∑
k=0

(
n∑

i=1

(pi(k) + qi(k)) − η

)2

subject to

{∑Ki−1
k=0 pi(k) = bi

0 ≤ pi(k) ≤ pi,max(k).
(7)

The physical meaning of η is the “ideal” flat power curve.
The optimization variable is pi(k), and bi is the energy need
of the ith PHEV by time Ki (normalized by �T). Recall (3)
and PHEVi is charged from its initial SOC xi(0) to its target
SOC x�

i , which is set by the PHEV owner. Then we get

x�
i = xi(0) + ai

Ki−1∑
k=0

pi(k). (8)

So bi is given by bi = (x�
i − xi(0))/ai. Indeed, f (p) = 0 if

and only if the aggregate power curve
∑n

i=1(pi(k) + qi(k)) is
flat over k. η is given by

η = 1

N

(
n∑

i=1

bi +
N−1∑
k=0

n∑
i=1

qi(k)

)
. (9)

Some decentralized or distributed algorithms have been put
forward to solve similar problems. Generally, these problems
can be divided into two categories: 1) an optimization prob-
lem with decoupled cost but a common decision variable and
2) an optimization problem with decoupled cost and sparse
coupled constraints [29]. However, the equality constraint
of our problem is in a different form, though the objective
function can be decoupled.

III. MAIN RESULTS

In this section, we first give a water-filling algorithm for a
single PHEV and then develop it into a multiple-PHEV one.
A modified version of the second algorithm is also presented.
Finally, we consider a more general case where PHEVs can
arrive randomly, so the objective function is reformulated and
the corresponding algorithm is given.

A. Water Filling for Single PHEV

We drop the subscript because there is only one PHEV.
Without loss of generality, we assume the required exit time
K = N. Using the Lagrange multiplier [30], the Lagrangian
of (7) with only one vehicle is given by

L(p, λ) =
N−1∑
k=0

(p(k) + q(k) − η)2 + 2λ

(
N−1∑
k=0

p(k) − b

)
(10)

where b = (x� − x(0))/a. The factor of 2 above is for con-
venience. Differentiating the Lagrangian with respect to p(k)
and setting the result to zero yield

p(k) + q(k) − η + λ = 0. (11)

Denoting α = η − λ (which is independent of k), (11) can
be rewritten as

p(k) + q(k) = α. (12)
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Algorithm 1 Water Filling for a Single PHEV
Input: ε, pmax, b and q(k), k = 0, 1, . . . , N − 1
Output: α and p(k), k = 0, 1, . . . , N − 1

1: Initialize αmin = mink q(k) and αmax = maxk q(k) + pmax
2: while αmax − αmin > ε do
3: Choose α = (αmin + αmax)/2
4: Compute p(k) = P[α − q(k)], k = 0, 1, . . . , N − 1
5: if

∑N−1
k=0 p(k) > b then

6: set αmax = α

7: else if
∑N−1

k=0 p(k) < b then
8: set αmin = α

9: end if
10: end while

The above is the optimality condition without considering
the constraints 0 ≤ p(k) ≤ pmax. When these constraints
are considered, the optimality condition becomes the follow-
ing one.

There exists a constant α (which will be called the equi-
power level) such that for any 0 ≤ k < N − 1, either (12)
holds or

p(k) = 0 and p(k) + q(k) ≥ α (13)

or

p(k) = pmax and p(k) + q(k) ≤ α. (14)

Remark 1: The optimal solution above can be simply
interpreted as the following water filling principle: initialize
α = mink qk. Then, gradually raise α. Each time α is raised a
bit, compute the p(k) = α − q(k) and project it to the feasible
region [0, pmax(k)], then compute

∑
k p(k). Gradually, raise α

until the sum equals b.
We examine some properties of the water-filling principle.

Denote the set {0, 1, . . . , N − 1} by N and decompose it
into three disjoint subsets: N1 = {k ∈ N : p(k) = pmax},
N2 = {k ∈ N : 0 < p(k) < pmax}; N3 = {k ∈ N : p(k) = 0}.
The three subsets N1, N2, and N3 correspond to (14), (12)
and (13), respectively. Then Lemma 1 gives properties of the
water-filling solution p(k).

Lemma 1: Three properties of the water-filling solution
p(k) are given as follows.

1) For any k1 ∈ N1, k2 ∈ N2, k3 ∈ N3 (if the subsets are
not empty), q(k1) < q(k2) < q(k3) and q(k1) + p(k1) ≤
q(k2) + p(k2) ≤ q(k3) + p(k3).

2) p(k) + q(k) are at equal level for all k ∈ N2, if this
subset has multiple elements.

3) If q(k) = q(k̃) for some k �= k̃, then q(k) + p(k) =
q(k̃) + p(k̃).

Proof: From (12)–(14), we can infer that q(k1) + p(k1) ≤
α, q(k2) + p(k2) = α, q(k3) + p(k3) ≥ α, so q(k1) + p(k1) ≤
q(k2) + p(k2) ≤ q(k3) + p(k3). Note that p(k1) = pmax,
0 < p(k2) < pmax, p(k3) = 0, which means p(k1) >

p(k2) > p(k3) and considering q(k1) + p(k1) ≤ q(k2) +
p(k2) ≤ q(k3) + p(k3), we infer q(k1) < q(k2) < q(k3).
Thus, Property 1 is justified. With regard to Property 2,
from (12) we know p(k) + q(k) = α and the equal level is α.

Algorithm 2 Water Filling for Multiple PHEVs
Input: ε, pi,max, bi and qi(k), k = 0, 1, . . . , N − 1,

i = 1, 2, . . . , n
Output: pi(k), k = 0, 1, . . . , N − 1, i = 1, 2, . . . , n

1: Every PHEV reports nonPHEV power demand qi(k) to
LVT, k = 0, 1, . . . , N − 1, i = 1, 2, . . . , n

2: LVT computes the aggregate demand q(k) = ∑n
i=1 qi(k),

k = 0, 1, . . . , N − 1
3: for i = 1, 2, . . . , n do
4: PHEVi gets q(k) from LVT, k = 0, 1, . . . , N − 1
5: PHEVi computes pi(k) using Algorithm 1, k = 0,

1, . . . , N − 1
6: PHEVi reports pi(k) to LVT, k = 0, 1, . . . , N − 1
7: LVT computes q(k) ⇐ q(k)+pi(k), k = 0, 1, . . . , N −1
8: end for

Finally, as q(k) = q(k̃), k and k̃ must both belong to the
same subset. If k, k̃ ∈ N1, then p(k) = p(k̃) = pmax. So
q(k) + p(k) = q(k̃) + p(k̃). Similarly, the same conclusion
can be drawn if k, k̃ ∈ N3. If k, k̃ ∈ N2, from Property 2,
we also draw the same conclusion. In the conclusion,
Property 3 holds.

It is easy to see that the optimal value of α can be found
using a bi-section method. In Algorithm 1, ε has a very small
positive value and P[ · ] is the projection operation, that is

P[x(k)] =

⎧⎪⎨
⎪⎩

pmax(k) x(k) > pmax(k)

x(k) 0 ≤ x(k) ≤ pmax(k)

0 x < 0.

Note that the number of iterations T can be calculated as
ε ≥ 2−T (αmax − αmin), which gives

T ≥ log2

(
αmax − αmin

ε

)
. (15)

For example, if αmax − αmin = 10 and set the value of ε

to 0.01, then T ≥ log2 1000 ≈ 10, i.e., the algorithm will
converge in ten iterations.

B. Water Filling for Multiple PHEVs

For the case of multiple PHEVs, the optimal solution is not
unique. This is because two PHEVs can “trade” their charg-
ing times without affecting the total power consumption. In
the following, we give an optimal solution. Without loss of
generality, we assume that K1 ≤ K2 ≤ . . . Kn ≤ N. The main
idea is that we do water filling to all the PHEVs one-by-one
from 1 to n until all PHEVs are done. Then Algorithm 2 is
given.

Remark 2: In Algorithm 2, we only need global informa-
tion in the initialization steps (Steps 1 and 2) and if qi(k) is
from historical data, we can acquire q(k) directly from the
LVT side.

Remark 3: Algorithm 2 is linear in nT , where T in (15)
is the number of iterations for Algorithm 1. Also note that ε

needs to be chosen sufficiently small for Algorithm 2 to be
valid.



MOU et al.: DECENTRALIZED OPTIMAL DSM FOR PHEV CHARGING IN A SMART GRID 731

Theorem 1: The solution given by Algorithm 2 is optimal
when ε = 0.

To prove Theorem 1, Lemma 2 is given.
Lemma 2: Consider the case K1 = K2 . . . = Kn = N and

assume ε = 0. Then, the solution of p�
i , i = 1, 2, . . . , n, given

by Algorithm 2 is optimal.
Proof: Without loss of generality, we assume that q(k) =∑n
i=1 qi(k) (k = 0, 1, . . . , N −1) is monotonically nondecreas-

ing, i.e., q(0) ≤ q(1) ≤ . . . ≤ q(N−1). If this were not the case,
we could sort q(k) and relabel the time indices to make q(k)
monotonically nondecreasing. It is clear that the constraints
for pi(k) remain the same after the sorting and relabeling.

We first prove the result for the case of n = 2. Denote
pi = [pi(0) pi(1) . . . pi(N−1)]T and p = [p1 p2]. We proceed
by contradiction. Let p� = [p�

1 p�
2] be the solution given by

Algorithm 2. That is, p�
1 is optimal for the given q and p�

2 is
optimal for q + p�

1. Define

N1 = {k ∈ N : p�
1(k) = p1,max}

N2 = {k ∈ N : 0 < p�
1(k) < p1,max}

N3 = {k ∈ N : p�
1(k) = 0}

and denote by α1 the corresponding equip-power level. It is
clear that k1 < k2 < k3 for all k1 ∈ N1, k2 ∈ N2, k3 ∈ N3
(if the subsets are nonempty).

We proceed by contradiction. Suppose p� is not an optimal
solution for the given q. Since p�

2 is optimized using the water
filling principle for the given q + p�

1, p� not being optimal
means that we can perturb p�

1 slightly without violating its
constraints to further reduce f (p), i.e., p�

1 does not satisfy the
water-filling conditions for the given q + p�

2. We show below
that this is not possible.

Using Lemma 1, we know that q(k) + p�
1(k) and

q(k) + p�
1(k) + p�

2(k) are also monotonically nondecreasing.
Consider three cases.

Case 1: N2 is empty and N1 is nonempty. Denote by k̄1 =
max{k1 : k1 ∈ N1}. Then, p�

1(k) = p1,max for all k ≤ k̄1 and
p�

1(k) = 0 for all k > k̄1. At the same time, q(k1) + p�
1(k1) +

p�
2(k1) ≤ q(k3) + p�

1(k3) + p�
2(k3) for any k1 ≤ k̄1 < k3,

due to the monotonicity. Hence, p�
1 satisfies the water-filling

conditions and thus the optimal solution for the given q + p�
2.

Case 2: N2 is empty and N3 is nonempty. Denote by
k3 = min{k3 : k3 ∈ N3}. Then, p�

1(k) = p1,max for all
k < k3 and p�

1(k) = 0 for all k ≥ k3. Similar to Case 1,
q(k1) + p�

1(k1) + p�
2(k1) ≤ q(k3) + p�

1(k3) + p�
2(k3) for any

k1 < k3 ≤ k3, due to the monotonicity. Again, p�
1 is the

optimal solution for the given q + p�
2.

Case 3: N2 is nonempty. By (12), q(k2) + p�
1(k2) takes the

same value α1 for all k2 ∈ N2. Then by Lemma 1, p�
2(k2)

takes the same value for all k2 ∈ N2 as well. Denote ᾱ1 =
q(k2)+p�

1(k2)+p�
2(k2) for any (or all) k2 ∈ N2. Then, we have

p�
1(k1) = p1,max, q(k1) + p�

1(k1) + p�
2(k1) ≤ ᾱ1,∀k1 ∈ N1

0 < p�
1(k2) < p1,max, q(k2) + p�

1(k2) + p�
2(k2)

= ᾱ1,∀k2 ∈ N2, p�
1(k3) = 0, q(k3) + p�

1(k3) + p�
2(k3)

> ᾱ1,∀k3 ∈ N3.

That is, p�
1 satisfies the water-filling conditions and thus is

the optimal solution for the given q + p�
2.

From the above three cases, it is clear that p�
1 is the optimal

solution for the given q + p�
2. Combining with the fact that

p�
2 is the optimal solution for the given q + p�

1, p� is a local
optimal solution for the given q. Note that the constrained
optimization problem for f (p) is convex, thus any local optimal
solution is a global optimal solution. Hence, p� is a global
optimal solution for the given q.

Now, we generalize the proof for the case of n > 2.
Again, we proceed by contradiction. Let p� = [p�

1 p�
2 . . . p�

n]
be the solution given by Algorithm 2 and suppose it is not
optimal. Then, we can perturb some p�

i , i < n while fixing all
other p�

j , j �= i such that f (p) can be reduced. We show that
this is not possible.

Define q̃ = q+p�
1+· · ·+p�

i−1, p̃1 = pi, p̃2 = p�
i+1+· · ·+p�

n.

Again, using Lemma 1 repeatedly, we know that q̃(k), q̃(k) +
p̃�

1(k) and q̃(k) + p̃�
1(k) + p̃�

2(k) are all monotonically nonde-
creasing. Define the sets N1,N2, and N3 similarly as before
(but for p̃�

1). Then, p̃2(k2) takes the same value for all k2 ∈ N2,
following from the repeated use of Property 3 of Lemma 1.
Then, similar to the three cases above, we can prove that p̃1
is optimal for the given q̃ + p̃�

2. Thus, f (p) can not be reduced
by perturbing pi only. Because i is any value between 1 and n,
the above implies that p� is a local optimal for the given q.
By the convexity of the constrained optimization problem for
f (p), p� is a global optimal solution for the given q.

Now, we give the proof of Theorem 1 using Lemma 2.
Proof: Set ε = 0 and consider the general case of n ≥ 2.

Recall that K1 ≤ K2 ≤ . . . ≤ Kn ≤ N. Let p0 = [p0
1 p0

2 . . . p0
n]

be an optimal solution to (7) for the given q (obtained by any
method) and denote by f 0 the minimum value of f (p). Note
that the optimizer p0 for f 0 may not be unique. We show that
another optimizer p� can be obtained by Algorithm 2. To this
end, we denote b̃1 = b1 and define

b̃i =
K1−1∑
k=0

p0
i (k), i = 2, . . . , n.

Now consider a new problem

min f (p) =
K1−1∑
k=0

(
n∑

i=1

(pi(k) + qi(k)) − η

)2

subject to

{∑K1−1
k=0 pi(k) = b̃i

0 ≤ pi(k) ≤ pi,max(k).

It is clear from Lemma 2 that an optimal solution for this
problem is given by Algorithm 2. Denote the optimal p1 by p�

1.
It is clear that p�

1 is obtained without knowing b̃2, . . . , b̃n. Once
p�

1 is obtained, we add it to q and proceed to optimize p2.
Following the same argument above, p2 can be optimized
using Algorithm 2 as well without considering the constrains
for p3, . . . , pn. Repeating the above, it is clear that the solution
p� = [p�

1 p�
2 . . . p�

n] obtained by Algorithm 2 is an optimal
solution for the given q.

Remark 4: It is inferred from Theorem 1 (or Lemma 2) that
if K1 = K2 . . . = Kn = N, the result given by Algorithm 2 is
optimal no matter in which order they do water filling. If two
PHEVs switch the orders in which they do water filling, they
trade their charging times. By doing so, a different optimal
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Algorithm 3 Modified Water Filling for Multiple PHEVs
Input: Pr, ε, pi,max, bi, qi(k), k = 0, 1, . . . , N − 1 and

Ki, i = 1, 2, . . . , n, K0 = 0
Output: p̄i(k), k = 0, 1, . . . , N − 1

1: Do water filling as in Algorithm 2 in the first circular order
2: LVT computes total power demand at time k: Ptotal(k) =∑n

i=1(qi(k) + pi(k)), k = 0, 1, . . . , N − 1
3: if ∃ Ptotal(k) > Pr for some k then
4: LVT computes Eexceed = ∑N−1

k=0 (Ptotal(k) − Pr)

5: Each PHEV computes bi ⇐ bi(1 − Eexceed/
∑n

i=1 bi)

6: Go to Line 1.
7: end if
8: Every PHEV i gets its intermediate energy need at time

K1, K2, . . . Ki−1
9: for i = 1, 2, . . . , n do

10: Do water filling as in Algorithm 2 all circular orders
during the interval from Ki−1 to Ki

11: Compute p̄i(k), k = Ki−1, . . . , Ki

12: end for
13: Get p̄i(k), k = 0, 1, . . . , N − 1

solution may be derived. Algorithm 3 in the next section will
study how to take advantage of this feature to give a balanced
power dispatch among all PHEVs.

C. Modified Water Filling for Multiple PHEVs

Algorithm 2 has two problems, so we will do some modifica-
tions in this section. Firstly, the solution given by Algorithm 2
tends to meet the demand of PHEVi earlier than that of PHEVj

for any i < j. This can create a problem if the future sup-
ply and demand forecasts become inaccurate or the exit times
get altered. It would be more desirable to have a somewhat
balanced dispatch of power to all PHEVs. Secondly, although
Algorithm 2 maximally flattens the total demand curve, the
resulting curve may exceed the capacity limit of the transformer.
In the event that the overloading is caused by the excessive
demand of the PHEVs, we can avoid overloading by reducing
the energy need of every PHEV at the expense of not totally
satisfying the customers’ needs. These two problems can be
addressed by the following modified version of Algorithm 2.

To help describe the modified algorithm, we give the
definition of circular order.

Definition 1: Given n numbers, X1 ≤ X2 ≤ . . . ≤ Xn, then
their circular orders includes n different orders and the ith one
is Xi, Xi+1, . . . Xn, X1 . . . Xi−1.

Here, we still assume that K1 ≤ K2 ≤ . . . Kn ≤ N. To
deal with the first problem, the idea is to do power allo-
cation in circular orders and allocate power according to
the average. More specifically, firstly, do water filling as in
Algorithm 2 in the first circular order and get the intermedi-
ate energy need at K1, K2, . . . , Kn−1; then do water filling in
other orders in the interval from 0 to K1, K1 to K2, . . . Kn−1
to Kn. See Algorithm 3 for details. In the algorithm, the
intermediate target need of PHEVi at Kj is defined to be

bi(Kj) = ∑Kj−1
0 pi(k), where pi(k) is the power allocated to

PHEVi using Algorithm 2 with the first circular order.

To tackle the second problem, we denote Pr as the rated
power of the transformer, or its capacity limit. First, we check
whether the total power demand exceeds the capacity limit,
and if this is true, we calculate how much energy (Eexceed)
is charged into the PHEVs during the overloading period. We
then compute its ratio to the total energy need of all PHEVs
(i.e., Eexceed/

∑n
i=1 bi). The energy need of every PHEV will

be reduced according to this ratio. This works as a protection
mechanism.

Theorem 2: The solution given by Algorithm 3 is optimal
when ε = 0 and there is no overloading.

To prove Theorem 2, we first give the following lemma.
Lemma 3: Consider the case K1 = K2 . . . = Kn = N, do

water filling according to Algorithm 2 n times in circular order.
The average of the n optimal results is still optimal.

Proof: Optimal solution to the ith PHEV in the jth circu-
lar order is denoted by p�

i,j = [p�
i,j(0) p�

i,j(1) . . . p�
i,j(Ki − 1)]′

and the average 1/n
∑n

j=1 p�
i,j is denoted by p̄i

� = [p̄i
�(0)

p̄i
�(1) . . . p̄i

�(Ki)]′. First, we prove p̄i
� still satisfy the two

constraints

p�
i,j(k) ≤ pi,max(k) ⇒

p̄i
�(k) = 1

n

n∑
j=1

p�
i,j(k) ≤ 1

n

n∑
j=1

pi,max(k) = pi,max(k).

Similarly, p̄i(k) ≥ 0. So 0 ≤ pi(k) ≤ pi,max(k) is satisfied
N−1∑
k=0

p�
i,j(k) = bi ⇒

N−1∑
k=0

p̄i
�(k) =

N−1∑
k=0

1

n

n∑
j=1

p�
i,j(k) = 1

n

n∑
j=1

N−1∑
k=0

p�
i,j(k) = bi.

Thus, the equality constraint is also satisfied. We proceed
with the proof of optimality. Recall the objective function
in (7), p�

i,j(k) being optimal means
n∑

i=1

(p�
i,j(k) + qi(k)) − η = M�(k), j = 1, 2, . . . , n.

So
n∑

i=1

(p̄i
�(k) + qi(k)) − η

=
n∑

i=1

⎛
⎝1

n

n∑
j=1

p�
i,j(k) + qi(k)

⎞
⎠− η

=
n∑

i=1

1

n

n∑
j=1

p�
i,j(k) + 1

n

n∑
j=1

n∑
i=1

qi(k) − 1

n

n∑
j=1

η

= 1

n

n∑
j=1

(
n∑

i=1

p�
i,j(k) +

n∑
i=1

qi(k) − η

)

= 1

n

n∑
j=1

[
n∑

i=1

(
p�

i,j(k) + qi(k)
)

− η

]

= 1

n

n∑
j=1

M�(k) = M�(k).

As a result, p̄i
� is also optimal.
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Algorithm 4 Water Filling With Moving Horizon
Input: pi,max, bi and Ki, i = 1, 2, . . . , n
Output: p̄i(k), i = 1, 2, . . . , n

1: while 1 do
2: Compute K(k) = max(Ki), i = 1, 2, . . . , n
3: Do water filling as in Algorithm 3
4: Get p̄i(k), i = 1, 2, . . . , n
5: k ⇐ k + 1
6: end while

Then, we give the proof of Theorem 2 using Lemma 3.
Proof: We consider the general case where K1 ≤ K2 ≤ . . .

≤ Kn ≤ N. After doing water filling as in Algorithm 2 in the
first circular order every PHEVi gets its intermediate energy
needs at times K1, K2, . . . Ki−1. Then, for every time interval
Ki to Ki+1, following the same argument as in the proof of
Lemma 2, p̄i is optimal.

D. Water Filling With Moving Horizon

The algorithms above assume that all PHEVs start charging
at the same time, but it is unrealistic. In this subsection, we
consider the general case where PHEVs can arrive randomly
and develop an optimal algorithm based on water filling and
moving horizon. First, the objective function in (7) needs some
adjustment

min f (p) =
K(k)−1∑

k=t

(
n∑

i=1

(pi(k) + qi(k)) − η(k)

)2

subject to

{∑Ki−1
k=0 pi(k) = bi

0 ≤ pi(k) ≤ pi,max(k)
(16)

where K(k) � max(Ki), i = 1, . . . , n at time k and t means
the optimization starts from the present time. If PHEVi is not
active, Ki will be set to zero. Thus, K(k) will not change until
a new PHEV with a relatively late exit time arrives. And η(k)
is given by

η(k) =
∑n

i=1(bi − bi(t − 1)) +∑K(k)−1
k=t

∑n
i=1 qi(k)

K(k) − t
. (17)

Algorithm 4 is given to address this online optimization
problem. Our algorithm is optimal in the sense that for a
given k, the objective function in (16) is minimized. Note that
this objective function evolves in time.

Remark 5: In Algorithm 4, p̄i(k) is updated every sam-
ple time, but in practice, we can update p̄i(k) when another
PHEV arrives or the forecast of nonPHEV loads change to
save calculation and communication.

IV. NUMERICAL SIMULATIONS

In this section, we first give a numerical simulation to
illustrate Algorithms 2 and 3. Then, we give an example to
illustrate Algorithm 4. The purpose of the examples above
is to show how the proposed algorithms work. Finally, real-
istic power-consumption data are used to demonstrate the
effectiveness of our algorithm in flattening LVT load curve.

TABLE I
PARAMETERS OF THE FIVE HOUSEHOLDS

Fig. 5. Power curve from Algorithms 2 and 3.

Fig. 6. Power allocation by Algorithm 2.

A. Illustration of Algorithms 2 and 3

We consider five households here and the simulation param-
eters are given in Table I. The aggregate nonPHEV power
demand q is given by the dash-dot curve in Fig. 5, which is
from [7]. In the example, the starting time is assumed to be 1,
which corresponds to 17:00 h, and the sampling period corre-
sponds to 7 samples/h (i.e., there are 168 samples for 24 h).
The unit for power is KW and unit for energy is KWh.

Both Algorithms 2 and 3 can minimize the objective func-
tion and flatten the aggregate power curve (see Fig. 5).
However, the power allocated to each PHEV is very differ-
ent for each algorithm. As we have mentioned before, the
solution given by Algorithm 2 tends to meet the demand of
PHEVi earlier than that of PHEVj for any i < j. We can
see from Figs. 6 and 7 that Algorithm 3 gives more balanced
charging curves than given by Algorithm 2.

B. Illustration of Algorithm 4

In this simulation, random arrival of PHEVs is considered
to demonstrate the moving horizon method. The entry and exit
times for the PHEVs are shown in Table II. Other parameters
are the same as those in the previous subsection.
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Fig. 7. Power allocation by Algorithm 3.

TABLE II
ENTRY AND EXIT TIMES OF FIVE PHEVS

Fig. 8. Power curve from Algorithm 4.

Fig. 9. Power allocation by Algorithm 4.

Fig. 8 demonstrates that Algorithm 4 still optimally flattens
the aggregate power curve even though some PHEVs arrive
later than others and get an online optimal result. Fig. 9 shows
the charging curve of each PHEV, from which we can see the
power allocation is also balanced. The three peaks of PHEV
5 after 84 samples are caused by the successive exits of the
other four PHEVs because they are charged to their targets
ahead of the required times.

C. Simulation Using Realistic Data

The realistic household nonPHEV demand curve has similar
pattern to the curve in [6] as described in Fig. 10(a). It is a 24-h
data with a sample time of 1 min (i.e., there are 1440 samples
for 24 h). Fig. 10(b) is regarded as the predicted household

TABLE III
PARAMETERS OF THE FIVE PHEV MODELS

TABLE IV
ENTRY AND EXIT TIMES OF TEN PHEVS

(a) (b)

(c) (d)

Fig. 10. Power curve of a household. (a) Realistic nonPHEV demand curve
of a household. (b) Predicted nonPHEV demand curve of this household.
(c) Power allocated to the PHEV of this household. (d) Total power curve of
this household.

nonPHEV demand curve and we emulate it by processing the
data in Fig. 10(a) with a low-pass filter. Parameters of the five
PHEV models are shown in Table III. These data are from [6],
[31], and [32]. In the simulation, PHEVs can arrive and leave
at different times, as shown in Table IV, and it simulates the
interval from 17:00 to 17:00 the next day. The two simulations
represent different PHEV penetration levels. The capacity of
the transformer is 10 kVA.

1) Low-Level PHEV Penetration: In this simulation, we
assume there are only five PHEVs, i.e., PHEV 1–5. Fig. 10(c)
describes the power allocated to one of the PHEVs using
Algorithm 4, and Fig. 10(d) shows the total power curve of
this household. It can be seen that no new peak load is created.
Fig. 11 shows the total power demand curves with and without
DSM. Without DSM, every PHEV starts charging with max-
imum power as soon as it arrives home. We can see in the
figure that not only a new peak load is created (around 500th
sample) but also more load is added to a nonPHEV peak load
(around 100th sample). Both overload the transformer so much
(exceed the 10 kVA capacity) that they can be devastating to
the LVT. DSM helps shift the charging timing of PHEVs to
when nonPHEV power demand is relatively low.

2) High-Level PHEV Penetration: In this simulation, we
assume there are ten PHEVs. From Fig. 12, we can see that
although the aggregate nonPHEV power demand is below the
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Fig. 11. Power curves of LVT with and without DSM (low-level
PHEV penetration).

Fig. 12. Power curves of LVT with DSM (high-level PHEV penetration,
without the protection mechanism).

Fig. 13. Power curves of LVT with DSM (high-level PHEV penetration,
with the protection mechanism).

capacity of the transformer, the total power demand reach
12 kW and the 20% overloading lasts from around 400th
sample to around 800th sample. That is because there is
too much PHEV load. To avoid overloading, the protection
mechanism in Algorithm 3 kicks in and the energy need of
every PHEV is reduced. Fig. 13 shows the effectiveness of the
protection mechanism.

V. CONCLUSION

DSM of PHEVs will become necessary to reduce peak
loads as the penetration of PHEVs becomes greater. Trying to
flatten power-demand curve at transformers will avoid over-
loading and defer investment. In this paper, we formulate this
problem as a convex optimization problem and propose a dis-
tributed algorithm, in which the water filling principle plays a
pivotal role. Simulation results show that the proposed algo-
rithm can efficiently fulfill the task of flattening the power
demand curve and avoid transformer overloading. The water-
filling-based algorithm enjoys the following advantages. First,
it applies to heterogeneous cases, where PHEVs may have dif-
ferent exit times, energy needs and maximum charging powers.
The result is also optimal when PHEVs arrive randomly, so it
is of high scalability. Moreover, every PHEV can compute its
own power without knowing other PHEVs’ information. This
algorithm is simple and fast, so it is suitable for engineering
practice.
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