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This paper is concerned with the problem of asynchronous state estimation for a class of discrete-time
descriptor Markov jump systems with packet losses. Packet losses and asynchronous modes are simul-
taneously considered in the communication link between the plant and the estimator, where the miss-
ing probability of packet losses is governed by a binary distribution. Firstly, by constructing a stochastic
Lyapunov functional, a sufficient condition is given such that the filtering error system is stochastically
admissible and has a prescribed H,, noise attenuation performance index. Then, based on the matrix in-
equality decoupling technique, a linear matrix inequality (LMI)-based condition on the existence of the
H,, asynchronous filter is presented, where the asynchronous filter can be of full-order or reduced-order.
Compared with the previous methods, the proposed design method does not impose constraints on slack
variables and dimensions of the designed filter, which shows less conservative results. Finally, numerical

examples are given to illustrate the benefit and applicability of the new method.
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1. Introduction

Markov jump systems (M]Ss) have received increased attention
in the process industry in recent years, which attribute to its effec-
tive ability of describing the abrupt failures or sudden environmen-
tal changes in practical systems. MJSs have found wide applications
in such areas as networked control systems, economic systems, bi-
ological systems, power systems and so on [1]. As a consequence,
lots of elegant results have been presented for MJSs. To just men-
tion a few, the problems of stability analysis and controller de-
sign for MJSs were studied in [2-4]. The authors in [5-8] discussed
the issues of the filtering for MJSs, where the designed filters are
mode-dependent or mode-independent. However, the above liter-
atures cannot cope with the complex asynchronous phenomenon
about modes information between the system and the filter. To
deal with this challenge, the asynchronous control and filtering for
M]JSs were studied in [9,10]. It should be noted that all the men-
tioned literatures are concerned with the regular MJSs.
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Descriptor systems are also called singular systems that can ef-
fectively describe a larger number of practical systems, such as bio-
logical systems, network control systems, economic systems, power
systems and so on [11]. Descriptor systems are much more com-
plicated than regular systems because the solution of descriptor
systems may contain infinite modes. Thus, for descriptor systems,
not only the stability need to be considered, but also the regu-
larity (impulsive-freeness for continuous-time systems) need to be
considered, which guarantees the existence and uniqueness of the
solution for the systems. Note that random failures or repairs of
components, sudden environmental disturbances, changing subsys-
tem interconnections, abrupt variations may occur in the descrip-
tor plants. We naturally model them as descriptor MJSs (DM]Ss)
[12]. Such models are commonly found in practical engineering
systems, many analysis results and design theories for DM]JSs have
been developed. For the practical areas, the applications on the
electrical circuit in [13], the inverted pendulum devices in [14] and
the oil catalytic cracking process in [15] were concerned. On its
theoretical sides, there are also many elegant results. For exam-
ple, by applying two equivalent sets, necessary and sufficient con-
ditions of dissipative control for singular MJSs were proposed in
[16]. An observer-based sliding-mode controller design for singular
M]JSs has been synthesized in [17]. By imposing hard restrictions
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on the key freedom matrices M and N, the issue of the I, — I fil-
ter design of DM]JSs was designed in [18]. By introducing some ma-
trix inequalities, the problem of the filter design for singular MJSs
was given in [19,20]. Authors in [21] considered the extended pas-
sive filtering problem for singular MJSs with time-varying delays,
wherein the hard restriction on the key freedom matrices G; and
the matrix inequality —G;X;"'G! < X; — GI — G; were used. The re-
strictions on freedom matrices and the matrix inequalities are used
in [18-21], which gave conservative results. How to reduce the
conservatism caused by these restrictions is one of the directions
in this paper. Note that in the above mentioned results, the com-
munication link has been assumed to be perfect when exchanging
data among devices connected to the shared medium. However, in
practice, the data may be lost while in transit through the net-
works due to limited bandwidth.

Networked control systems (NCSs) have many advantages and
fruitful applications in a broad range of areas such as automated
highway systems, remote surgery and mobile sensor networks. Dif-
ferent from the traditional control systems, the data may be lost
in the network. Over the past decades, due to their significance
both in theory and application, there has been increasing inter-
est in the control synthesis and estimation problems for NCSs.
Note that the effects of packet losses can degrade the system per-
formances or even cause faults, many useful results on design-
ing NCSs against the packet losses have been investigated [22-
32]|. For example, by viewing the packet loss as a binary switch-
ing sequence that obey the Bernoulli random binary distribution,
the design of controllers for NCSs has been concerned in [28-30].
For NCSs with M]JSs plants, the finite-time energy-to-peak filtering
problem has been studied in [32]. However, the aforementioned
results are concerned with state-space plants (i.e. regular plants).
For NCSs with singular plants, the H,, filtering problem was in-
vestigated in [33,34], and the fault detection issue was discussed
in [35], respectively. By setting G;ilcg,- =1 in free-weighting ma-
trix G;, the problem of fault detection filter design for discrete-time
singular MJSs with intermittent measurements has been proposed
in [36], wherein the dimension of the filter is actually of full-

order. By defining X; = [i“ 5"] and using the matrix inequality
2i i

~XiP71X] < B, —XT - X;, the issue of the non-fragile filter design
was addressed for discrete-time singular MJSs subject to missing

measurements in [37]. By setting Ji;, = [j”m gli((], the energy-to-
2im 2

peak filter design for networked singular MJSs over a finite-time
interval was investigated in [38]. It should be pointed out that
the result in [36-38] is not only with some restrictions on free-
weighting matrix but also limits the dimension of the filter to be
of full-order. A natural research problem is how to establish a less
conservative filter design condition for networked DM]Ss without
any constraint on the free-weighting matrix and the dimension of
the filter.

In this paper, we investigate the asynchronous state estima-
tion problem for discrete-time DM]Ss with packet losses. By tak-
ing the packet losses and asynchronous modes into consideration,
a novel filtering error system has been proposed. Firstly, based
on a stochastic Lyapunov functional, a sufficient condition is ob-
tained such that the filtering error system is stochastically admis-
sible with the H,, noise attenuation performance index. Then by
using the matrix inequality decoupling technique, the condition on
the existence of the asynchronous filter is developed in terms of
strict LMIs. The main novelty of the paper lies in the following as-
pects: 1) By using the compensation scheme of packet losses, the
asynchronous state estimation problem for discrete-time DM]JSs
affected by packet losses is studied for the first time. 2) Com-
pared with [18,21,36-38], the filter design method in the paper

Table 1
The notations and descriptions.

Notation Description

X>0(X>0) Semi-positive definite (positive definite)
matrix

I Identity matrix with appropriate dimensions

0 Zero matrix with appropriate dimensions

o) Transpose of a matrix

diag{---} Block-diagonal matrix

1x]l Euclidean norm of the vector x

E[-] Mathematical expectation

* Ellipsis for the terms that are introduced by
symmetry

sym{X} X+XT

* Matrices that are not relevant in the discussion

[0, o0) The space of summable infinite sequence
over [0, co)

shows less conservative results since the constraints on the free-
weighting matrix and the dimension of the filter are overcome.
Last, two numerical examples are provided to show the effective-
ness of the proposed methods.

Notations: Throughout this paper, the following standard nota-
tions are used (Table 1).

2. Preliminaries

Consider the following discrete-time DM]Ss:

Ex(k+1) = A(rox(k) +B(ry)w(k),
yk) = Crxk) +D(r)w(k), (1)
z(k) = H(m)x(k),

where x(k) € R" is the system state, w(k) € RV is the disturbance
signal that belongs to k[0, o), y(k) € R! is the output vector,
and z(k) e RP is the signal to be estimated, respectively. The
matrix E € R™" is singular with rank(E) =r <n. For every ie
J=1{1,2.....8}, r, =i, we denote A(r,) = A;, B(r;) = B;, C(r,) =G,
D(ry) = D;, H(ry) = H;. A;, B;, G, D; and H; are known compatible
dimension constant matrices. Switching law {r, k> 0} is a discrete-
time Markov stochastic process taking values in a finite state space
J ={1,2,...,S}, the evolution of {r, k> 0} is governed by the fol-
lowing transition probabilities:

Pr{req = jlre =i} = .

where w;; >0,V i, je J with Z§=1 wij=1.

In this paper, we study the state estimation for system (1) over
a lossy network, where the packet losses and asynchronous modes
are simultaneously considered in the communication link between
the plant and the estimator. In this case, we adopt the compensa-
tion scheme in [31] to cope with the effect of the packet losses:

Yk = (1 =8y (k) + 8 y(k —1). (2)

The stochastic variable &, is a Bernoulli distributed white se-
quence with the following probability distribution laws:

Prob{dy = 1} = E{8y} = 4,
Prob{s; = 0} = 1 — E{8;} = 1 — 4,

where § €[0, 1] is a known constant.

Remark 1. In (2), the stochastic variables §, represents the pos-
sibility of occurring networked induced packet losses. Specifically,
if §; = 0, the communication is perfect, while §, = 1 corresponds
to the packet is lost in the measurement channel. Different from
[33,36,37], the previous measurement data will be used as the ob-
servation data if the current measurement data packet is lost dur-
ing transmissions in our paper.
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Then, we augment the system state and the system measure-
ment output from (1) and (2) in the following compact form:

E=(k+1) = Ai(8)R(K) + Bi(8p) (k).
J(k) = G(8)R(K) + Di(8)w(k),
z(k) = Bix(k), (3)

where

o [ X0 1 e [E 0] 4 Yy

Bi(8) = |:(1 —Bék)Di]’ G(8) =[(1=80G 8],

Di(8) = 1=8)D;, H=[H; 0]

In this paper, we consider the following asynchronous filter for
system (3):

xp(k+1) = Ap(op)xsk) +Br(op)y k), (4)
Zf(k) = Cf(O'k)Xf(k),

where x;(k) € R™ is the filter state with m<n, z¢(k) € RP is the
output vector of the filter, respectively. A{o), B{o) and C{o)
are the filter gains to be designed with appropriate dimensions.
Note that o is assumed to be a nonstationary Markov chain,
which is dependent on 1, ; and takes values in another finite state
space Q = {1,2,---, M}. Further, o belongs to the following tran-
sition probabilities:
PI'{O'k-H = n|GI< = m} = 7Tr;kﬁ1~
where 7,5 >0 with YM 7k =1,V m,ne Q. It should be
pointed out that the Markov chain r; is assumed to be indepen-
dent of 7_; = o{0y,09,---,0,_1}, where F;_; is a o-algebra gen-
erated by {0¢,03,---,0,_1}. For the sake of simplicity, we denote
Af(UI() :Afm’ Bf(ak) = Bfm and Cf(O'k) = Cfm* for every o, =m,
me Q.

Define n(k) = [7(k)  xE(K)]" and e(k) = z(k) — z; (k). it fol-
lows from (3) and (4) that the corresponding filtering error sys-
tems can be written as

Enk+1) = AmG0nk) + BB ), (5)
e(k) = Cmn(k),
where
~ |E o [ AG 0
E= |:0 i| Ain (9) = [BfmCi((Sk) Afm:|7
4 | BGo |, A ~Cm
Blm(Sk) = [Bfmﬁi(slc):lvclm - [ f i| (6)

Definition 1. [19]

(i) System (5) with w(k) = 0 is said to be regular and causal, if
the pairs (E, Aim(8)) are regular and causal.

(ii) System (5) with w(k) = 0 is said to be stochastically stable,
if for any initial state 1(0) and initial mode ry, o, the fol-
lowing inequality holds:

méwwwmmwmwm. 7)

(iii) System (5) with w(k) = 0 is said to be stochastically admis-
sible, if it is regular, causal and stochastically stable.

Definition 2. [19] For a prescribed level of noise attenuation y >0,
system (5) is said to be stochastically admissible with the H,, per-
formance level y, if system (5) with w(k) = 0 is stochastically ad-
missible, and under zero initial condition, the following inequality
is satisfied

E{ 3 eT(k)e(k)} <123 o (W (k). (8)
k=0 k=0

In the following, the asynchronous filter in the form of (4) for
system (1) with random packet losses is designed such that system
(5) is stochastically admissible with the H, performance level y.

Before ending this section, the following lemma is introduced.

Lemma 1. [39] Given matrices A, P and a symmetric matrix T of ap-
propriate dimensions. The inequality

T +sym{PA} <0

is fulfilled if there exists a matrix L such that the following condition
holds:

|:T ,BP+ATLT} 0
x  —BL—BLT |~

3. Main results

In this section, we investigate the asynchronous state estima-
tion problem for discrete-time DM]Ss with random packet losses.
To this end, we first present a sufficient condition such that sys-
tem (5) is stochastically admissible and has the H,, noise attenua-
tion performance index.

Theorem 1. System (5) is stochastically admissible with the H., per-
formance level, if for a given scalar 6 €[0, 1], there exist symmetric
matrix Py, > 0, matrices My, Nip» Qi Tim» Vi, j € J.m,n € Q, and
a scalar y, such that

g,}y} %12 MimBim (8) C,'Z,.ﬂ
* % NimBim (8) 0
* T —y2 0|~ 0, ®)
* * * —I
where

gl] = Sym{Mim (-Aim (8) - E)} + ETXimE_ ETEmE
(ﬂlz = —Mj, + (Atm(a) - E)TNT +ETXm1 Q,m i
%22 = Sym{_Nim + S'Tim} +Xim7

Xim = Z Z :u'unmn jn>

A (8), Bim(8) are defined in (6) with ) replaced by 6. S;e
R+n+Dx(=1) js the arbitrary matrix satisfying ETS; =0 and rank
Sj))=n-r.

Proof. Firstly, we prove that system (5) with w(k) =0 is regular
and causal. From (9), it follows that

1 2
[% %} (10)

*
then, (10) is equivalent to:

A sz-Azm + A,ms sz + Q,m i Alm

-~

ETP,E <0, (11)

where

= [E o] &+ _ E 1]l 5 _[Pn O
E= |:0 0i|’ Aim = |:.Aim(8)—E —Ii|’ P""_|:O 0:|’
~ Qm Tm S 0

th— [MT NTi| S - [0 Ij|'

Since Xj, = Z 1 Zn 1 //LUJTmnP and P > 0, we have X,m >0, it
yields from (11) that

=I5 B

AT SiQim + QI ST Ay — E"PiE < 0. (12)
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Since rank(E) = m +r + 1, there exist two nonsingular matrices
M, N e R2m+n+D)x2(m+n+l) sych that

A — Imyrer O 1 _ A\l
MEN_[ 0" ol MAmN = «I,gr:
5 Pl P2 < [s
MTPpM™! = [ im 43"1}, M = [ ]
im " Pim i s
Qz

= [Q),

%
Aim

2] (13)

From ETSi =0, it follows that ﬁf, =0, which further implies
that

MTS = [S%] (14)
1

where 3? € RMm+2n+l=r)x(m+2n+1-r) yyith rank(S?.) =m+2n+l-r
Pre- and post-multiply (12) by AT and N, from (13) and (14), it
is obtained that
* * <0
* sym{(A4 )52 Q,2 ’
From (15), it implies that sym{(A% )7S2Q2 } <0, then A% is
nonsmgular According to Definition 1 and [12], we have the pairs
(E, Alm) are regular and causal. Further, based on the fact that

det(zE Ai)= det (zE — Aim (8)) for Vie J,m e Q, it is obtained
that system (5) with w(k) = 0 is regular and causal. O

(15)

Next, when w(k) = 0, we prove that system (5) is stochastically
stable. We construct a stochastic Lyapunov functional as follows:

V(n k), i, 01) = 0T (KETPiEn (k), (16)

where ﬁ,m > 0. We have

E[V(n(k+ 1), Ty, 011) [0 (KD, 1, 0]

s M
=" (k+ DET (DY PuPr{re,: = j. 01 = nlre = i,0p = m})En(k + 1)
Jj=1n=1

s M
=n"(k+ 1)ET(ZZIJjnPr{Uk+1 =n|rgy = j. 1 =1, 0, = m}
j=1n=1

xPr{rq = jln =1 0y
=nT(k+DET(D_Y P

J — il =1 —
'n”mnpr{rkJrl = ]|rl< =10k =
Jj=1n=1

=0T (k+ DE"XimEn(k + 1).

=m})En(k+1)

m})En(k+1)

Let x (k) = En(k + 1) — En(k), one has
E[V(ﬁN(k + 1), Tg, 0k+1)|2(k)7 T Ok)
= (En(k) + x (k) Xim (En (k) + x (k)). (17)

Using the equations x (k) = En(k +1) - En(k) and En(k +1) =
Aim (8)n(k), it is obtained that

E[ (Ain (81) —E)n (k) — x () [n(k) ] = (Aim (8) —E)m (k) — x (k) =
(18)

then it follows that

0=2[n"k) xT(O]TEI(Am(8) — Eyntk) — x ()], (19)

where T, = [MITm N,Tm]

For any matrix Qy, Ty, € RO-Dx(minth) =g o pminthx(n-1) jg
any full column rank matrix satisfying ETS; = 0. along with y (k) =
En(k+1) —En(k), one has

0 = 2x" (K)Si[Qimn (k) + Tim x (K)]. (20)

Adding (19) and (20) into (17), it is obtained that

E[V(n(k+1), 11, 0k) In (k). i 0y ] = & (K) @i DT (k) (21)
where

Pk ="k xTW)]

0, — [sym{M,m(A,m@i E)} +E"XinE w,g]
From (9) and (21), it follows that

AV(’) (k): Tk, ak) = E[V(U (k + 1), Tk+1, O'k+1)|77(k), Tk, Ulc]
_V(n(k)v T, 0’{)

= 0 (K)%m0T (k) < —aon” (k)n(k), (22)
where
g‘l] %.]2
[7—— im [i ,
0o = Amin{—%im. 1, j € J.m,n e Q}.

Then based on (22), it is obtained that
E[V(n(k), i, o) In(k — 1), 11, 04 1]
—V(nk—=1),1_1,011) < —aon’ (k= 1)nk - 1),
one can continue the iterative procedure to obtain

E[V(n(k)s Tk, O.k)ln(o)v To, O.O] - V(U(O)v To, 00)

k-1
< —a0E|:Z n" (Hn()[n(0), ro, Uo:|,

1=0
which implies that

V(1(0).19.00)
— 2 P
(o4)]

E[é nT(l)n(l)In(O),ro,Go} <

Thus when w(k) =0, we have system (5) is stochastically stable.
Finally, we prove that (8) holds under zero initial condition. To
this end, we set

T
Jeo(k) = E{ S le" (edk) - 2

k=0

a)T(k)a)(k)]}, T € [0, 00).

From (22), it follows that

T
Jew (k) = E{ > le"(kye(k) —

20" (K w(k) + AV k), 1. 03)] }
k=0

T
_E{ Y AV(n(k). Ty, Gk)}

k=0

T
< E{ Y le" (kye(k) — y?

o' (w k) + AV (k). T, Uk)]}

k=0
T
< E{ > g(k)é,-mg%)}, (23)
k=0
where
sky=[n"t x" o"W0]

* * 0 0 —y2l

T
Cin | [ Cim
+Ho|lo].
o]Lo

According to the Schur complement, it is obtained that (9) is

equivalent to ®;, < 0. Then from (3), it follows that (8) holds.

~ ‘41,1,1 (4,;,; MimBim (5) 0 0 0
Om = | * G NimBim(8) [+]10 O 0
0
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Therefore, system (5) is stochastically admissible with the H,, per-
formance level y. The proof is completed.

Remark 2. In Theorem 1, the asynchronous H,, state estimation
problem for discrete-time DM]JSs with packet losses has been stud-
ied. With the help of free weighting matrices method, slack vari-
ables M;,, and Nj,, are introduced. In this case, the coupling be-
tween Lyapunov variables and system matrices is eliminated. In
contrast to [38], where the traditional inequality —Jim@i_ml Jh <
VimOimVE = VimTL — Tm YL, is introduced, this alternative con-
troller synthesis method will give less conservative results by
means of the incremental flexibility from Lyapunov variables and

additional slack variables.

In the following theorem, a sufficient condition in terms of LMIs
is presented for system (5) to be stochastically admissible with the
H., performance level.

Theorem 2. System (5) is stochastically admissible with the H., per-

formance level, if for given scalars 8 €[0, 1], B; and matrices Uy,
g’:’“i] > 0, matrices M1, My,

m

Mim3, Mima, Nim1, Nim2, Nim3» Nima» Qim1s Qim2s Tim1s Tim2, Ly Afms

Bfm, Cpm, Vi, je J,m,neQ, and a scalar y, such that

. . . P
there exist symmetric matrix [ ’l”

1 2 3 )4 7
®im Ogﬂ ®gn Oim H18m
* Him 8"3 0 P HimAT
" « -y 0 DI(&)Bt, | <o, (24)
* * * -1 0
* * * * —ﬂiLm - .BiL;
where
@‘] — -G)llr}'l ~ ®'1T$l ~ B
m = s sym{Asm — Mima} + Xim3 — Pim3
m = ©F Mg+ AL, — NI+ Xins ||

03 = [MimBi(®) +UnBruDi®)] o0 _[ A
M MimsBi(8) + BpmDi(8) | ™ | |
o [ ]

m * sym{—Nima} + Xim3 |’

7 _ [BiMinz = Umlw) + € ()BT,
m Bi(Mima — Lm) + AL

05 — _Nimlﬁi@) +UiTBfTDi(8)
ML NimsBi(8) + BmDi(8) |

e - [ Bi(Nimz — UpnLm)
L ﬂi(Nim4 - Lm) ’
Ot = sym{MyAi(8) — MymiE + Uy B Gi (8)} + E"Xi1 £ — ETPiE,
O = UmApm + AT ($)Mh3 + CT (8)BT,, — Mimy — E"MJ 5 + E" Xy — E" Py,

O = ~Mim1 + AT ()N, +CT (9B, Up — ETNDy + ETXimy + Q1 [RT 0],

im fm~im
O = —Mimy + Al (§)N}p3 +C ()BT, — ETND 3 + E" Ximma,

O3 = —Mins +A§mui7r-n — Nia + X2 + Qla [RxT 0]*

R.
M3} = sym{—Nim + |:01:|Timl} + Xim1,

R:
T5% = ~Nima = Njpg + Xim2 + [O']Timz.

R; e R™*("=1) s the arbitrary matrix satisfying ETR; =0 and rank
(R;) = n —r. Then the desired asynchronous filters are given by

Afm = L%lAfm, Bfm = L%lgfm, Cfm = 6fm (25)

Proof. Firstly, we assign

M; M; N; N;
M — iml im2 . Ny = im1 im2 ,
m |:Mim3 Mim4] m |:Nim3 Nim4
= [P B
Pim = |: mi 1’51‘m2i|, Qim = [lel Qimz],
* im3
Tim = [Tlml T1m2] (26)
O
From ETS,- =0 and rank (S;) = n —r, it follows that
R;
ss=|o], (27)
0

where ETR; = 0 and rank (R;)) =n-—r.
Then, substituting (26), (27), (6) with 8, replaced by & into (9),
it follows that

m,o T, M,

m;, 1 )"
* Py :
m 1
. T (28)
* * * —1
where
1—[1 — -H;lr}n H:n%l ~
meL o« SYM{MinaA rm — Mima} + Xim3 — Pim3 |’
T2t y ez
1—12 = m
im _n?,?; Mg + AT N~ NI +xim3}*
H3 — _MimlBii((S) + MimZBfm@i(a)
M [ Mim3Bi(8) + MimaBmDi(8) |
[ Ar
it -4,

ms - -Nimll?i(fs) +NimZBfméi(8)i|
" [ Nim3Bi (8) + NimaBymDi(8) |

Y = sym{MimiA;i(8) — Myt E + MimzBmGi (8)} + ET Xim1 E — ETP,E,

T112 = MinpA g +AT (8)MD 5 +CT (8)BT, MY, 4 ~Mimz —ETMJ, 5+ E Ximy —E" By,

T2, = —Mipny +AT (§)N}y +CT (8)B], Ny — ETND + E Xy + QU [RT 0],

N2 = My + AT (9N} 5 +CT (8)BL, by — ETNG,

im3 im3
M7 = —Min3 + Af, N,

+ E Xima
2 = Ning + Xiha + Qi [RIT O]-

Then, decoupling some product terms in (28), it is equivalent to

MimZ
wl 1%[’121 3’(35” l'IOfm Mima
. AN o | Tsym Ni:i Hm ¢+ <0,
* * * -1 0
0
(29)
where
pl — \Iji]nl1 "Ililn% ~ ,
m * sym{_Mim4} + Xim3 — Pin3

[w2! 2
1 1
_‘1’,-%’ —Mima — N?:m +Xim3:|’

NER _Mimlei(‘S) wh _ Nim Bi(8)
M [ MinsBi(8) [© ™ | Nim3Bi(d) |’

2 _
qjim_

WM = sym{MimiAi(8) — MimE} + E"XimE — E" P E,
W2 = AT(8)M]5 — Mimy — E"MD, 5 + E"Ximz — E"Pip.
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W2 = ~Mimy + AT ($)Nfy — E'NLy + EXimy + QL [RT 0]
W2 = My + Al ($NL 3 — ETND 5 + E Ximo,

W2 = —Mims — Ny + Ximy + Oﬁnz[ [ O],

[[BmGi() Am] [0 0] BmDi(8) 0 ]
Further, together with (25), (29) is equivalent to

Him

O +5ym{9im%ﬁm} <0, (30)
where
Mim2 - UimLm
®11m G)én ®,3 ®?m Mim4 - Lm
0. | * My ®il121 0 ». — | | Nim2 = Uimlm
B s L Nina — Ln
* * * -1 0
0

Applying Lemma 1 to (24), then it is obtained that (30) holds,
which further implies (9) holds. Therefore, based on Theorem 1,
if (24) holds, system (5) is stochastically admissible with the Hy,
performance level.

Remark 3. Note that Uy, is chosen first. By the choice of the Uy,
the dimension of the filter designed in the paper can be of full-
order or reduced-order.

Remark 4. In Theorem 2, a sufficient condition on the issue of the
asynchronous H,, filter design for discrete-time DMJSs with mea-
surement losses was proposed. Then in order to compare with pre-
vious results, such as [21,36,37], the H,, filtering issue for DM]Ss
with packet losses is given. We consider the following filter for
system (3) without the asynchronous modes:

Xf(k'i‘])ZAf,Xf(k)+Bf1_)7(k), (31)
Zf(k) =Cf,'Xf(k).

Based on Theorem 2, the following corollary is obtained.

Corollary 1. System (31) is stochastically admissible with the H
performance level, if for given scalars § €[0, 1], B; and matrices Uj,
gj] > O, matrices Milv MiZ' Mj3,
1

Mig, Nit, Nio, Nig, Nia, Qit, Q2. Tit, Tio Lis Agi, By, Gy, Wi je 7, and
a scalar y, such that

. . | P
there exist symmetric matrix [ !
*

of o @ o
* IT; @? 0 A IT; )
* * -y 0 DI (S)BTl. <0, (32)
* * * —I 0
* * * * —BiLi — ,3,~LiT

where
o1 =[O .o _ .
|+ sym{Ap — Mg} +Xi3 — P

o O o7

i~ _@123 —M,'4 +A}l — N,.Cl +X,'3 ’

3 _ _M“B,‘((S) -I—Uigf,'ﬁi(S) 4_ I:IT
©; = s A cef=| 4|,
' | MiBi(8) + BiDi(8) N e

]'[,5 _ 1—[151 H?Z
N sym{—Ni} + Xz |’
7  [BiMa = UL + € (9)B],

Pl BiMu—L) + AL :|

o6 _ | NiuBi(8) +UB;D;(8)
l NizBi(8) +BsiDi(8) |’

s _ | BilNp = UiLy)
Iy = [ Bi(Nig — L) i|

O' = sym{MuA;(8) — My E + UB;Ci(8)} + ETXy E — ETP,E,

O = UA;+AT ($)MY + CT (8)B]; — My — ETMY, + EX;p — ETP,,
O = —My+Al (ON] +CT (8)BLUT —E"NL +E"X +Q [RT 0],
O = —My + AT (§)N§ + CT (8)B; — E'NJ, + E"X,.

©F = —M; +ALUT — NL + X5+ Q5[R] 0],

RA
H?l = sym{—Ny + I:Ol:|Ti1} + Xi1,

RA
2 = —Np — Ny + Xp + [d]Tiz-
R; e R™*("=1) s the arbitrary matrix satisfying ETR; =0 and rank
(Rj)) =n —r. Then the desired mode-dependent H, filters are given
by

Af,- = Ll._lAf,-, Bf,- = Li_lgf,', Cf,' = Cf,'.

Remark 5. In Corollary 1, a sufficient condition on the H,, fil-
ter design issue for discrete-time DM]Ss with packet losses was
given. It should be noted that similar problems have been stud-
ied in [36,37], where the structures on freedom matrices must be

G,'G3i=1in [36] and X; = [;((; g] in [37], respectively. However,

these hard constraints are avoided in this paper, which bring less
conservative results.

Remark 6. When J = {1}, the problem studied in Corollary 1 re-
duces to the H,, filtering problem for discrete-time descriptor sys-
tems with packet losses. Similar research has been reported in
[33], which shows that the problem studied in our paper is more
general.

Remark 7. In contrast to [36-38], where the dimension of the de-
signed filter must be of full-order, the dimension of the filter de-
signed in the paper can be of full-order or reduced-order.

Remark 8. It should be pointed out that the mode-dependent fil-
ter (31) is a powerful tool to cope with the H,, filtering problem
for discrete-time DM]Ss with completely available mode informa-
tion. Specifically, in the communication network medium, some-
times the mode information cannot be transmitted to the filter
successfully due to communication issues. In such situations, the
mode-dependent filter design approach is not suitable, and thus,
it is necessary and significant to develop a mode-independent fil-
ter design. When we replace L;, A;, B, Cp; with L, A, By, C; in
(32), the design of the mode-independent H,, filter for discrete-
time DM]JSs with packet losses can be obtained.

Remark 9. If the parameters B; and & in Theorem 2 or
Corollary 1 are not chosen first and are also unknown variables,
then Eqs. (24) and (32) are not LMIs. Hence, in Theorem 2 or
Corollary 1, B; and & are chosen first, and the optimal values of
B; and § can be found by the approach stated in [43]| (Remark 5).
The numerical solution to this problem can be obtained by using a
numerical optimization algorithm, such as the program fminsearch
in the Optimization Toolbox of Matlab.

Remark 10. From Theorem 2, a minimum H,, performance level y

can be obtained by solving the following optimisation problem:
Minimize y

Subject to LMI (24), Vi,je J,mneQ
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and ¥ = y2. Therefore, the corresponding optimal H,, noise atten-
uation performance is ¥min = +/¥ min-

4. Examples

In this section, two numerical examples are given to show the
validness and advantage of the proposed methodology.

Example 1. We consider the discrete-time DM]JSs (1) with two
subsystems, the associated parameters are given by

e Subsystem 1

1.1 08 0.2 0 1 0.6
0 1.2 -03 05 0.2 0

Al = ,B1 = JHy = ,
03 O 0.7 04 0.6 0.1
09 01 04 -1 0.7 0.5

C; =[1.1 0.6 0.2 0], D, =0.3.

Subsystem 2

09 12 04 O 0.6 04
0 04 -1 05 0.2 0.8

Ay = By = JHy = ,
02 04 O 1.2 0 -0.1 +
05 01 05 -07 0.7 0.9

G=[1207 07 -01].D,=-0.1.

The singular matrix and transition probability matrix of system
(1) are given by

0O 0 0 o
E— 0 2 0 O [t ]2 = 0.43 0.57
=lo o 2 oflMi22=1966 034]
0 0 2 3
1
Choose Ri =Ry, = g s ﬁ] 2,32:1.4, 6=0.6, U =U; =
0
1 1 0 O
0 1 0 O
0 0 1 O0]. Solving LMI (32), it is obtained that the
0 0 0 1
0 0 0 O

optimal H., performance is y = 2.4464 and the mode-dependent
filter gain matrices are given by

(02679 0.0044 —0.0105 0.0017
A. _ | 00033 02755 —0.0096 0.0117
f1=1_0.0089 -00076 02634 0.0191 |
| 0.0008  0.0108 0.0197  0.2558
r—0.1215 —0.0715 7"
B 0.0242 | . _ | -0.0214
1= 1 -0.0559 |" =1 = | 0.0345 ’
| -0.0395 —0.0258
[ 0.2855  0.0064 —0.0094 0.0078
A 0.0074 02812 -0.0217 0.0197
2= _-0.0057 -0.0169 02626 0.0241 |’
| 0.0048  0.0157  0.0239  0.2685
™—0.2082 —0.0098 1"
g _ | —00765| . _ | -0.0026
f2=1-0.0807 |” /2~ | 0.0423
| 0.0399 ~0.0744

Table 2
Minimum H,, performance y when § = 0.
Corollary 1 in our paper  [18] [21]
y 28796 3.0064 6.8284

Table 3

Minimum H,, performance y for different &.
§ 0.3 0.7 0.98
[36,37] 6.5819  6.7331  8.5746

Corollary 1 in our paper  3.0152 3.2190 7.2344

In order to compare with the existing design methods, the min-
imum H, performance y for § =0 and different § is given in
Tables 2 and 3, respectively.

1 1 O
0 1 0
On the other hand, if we choose Uy =U, =0 0 1. Solv-
0 0 O
0 0 O

ing LMI (32), it is obtained that the optimal H,, performance is
y = 2.5929 and the mode-dependent filter gain matrices are given
by

[ 0.2709 0.0062 —0.01097] [—0.11807]
Ap = | 0.0051 0.2791 —-0.0101 |, Bfy = | 0.0231 |,
| —0.0091 -0.0077  0.2649 | | —0.0509 |
Cfy =[-0.0713  -0.0180 0.0378],
[ 0.2867 0.0065 —0.01047 [—0.20607
Ap = | 0.0075 0.2828  —-0.0234 |,Bp, = | —0.0799 |,
| -0.0065 -0.0181 0.2637 | | —0.0799 |
Cpp = [-0.0080 0.0011  0.0471].
1 0
0 1
If we choose Uy =U, = |0 0. Solving LMI (32), it is obtained
0 0
0 0

that the optimal H,, performance is y =3.4386 and the mode-
dependent filter gain matrices are given by

A _ 02976 0.0079] p _[-0.0965
f1=10.0074 0282571~ | 0.1113 |’
Cp1 = [-0.0453  0.0607].
A _|03041 00068| , _ [-0.1708
f2=10.0068 0.2887 "2~ 0.1209 |’
Cpp =[0.0245 0.0151].

Remark 11. It can be seen from this example that the dimension
of the filter can be of full-order or reduced-order. Unfortunately,
the proposed filter design approaches in [36-38] are not suitable
for these two kinds of filter structures due to limit that the fil-
ter must be of full-order. Importantly, due to the lower dimen-
sions of the reduced filter, the cost for constructing the filter is
lower in the practical engineering applications. Thus, the condition
on the dimension of the filter in this paper is milder. In addition,
from Tables 2 and 3, we can clearly see that the proposed design
method in our paper is less conservative than the ones given in
[18,21,36,37].
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Example 2. Consider the following oil catalytic cracking process as
shown in [11,15]:

X1 () = Ruxq (t) + Ripxp (t) 4+ Biu(t) + G (1),
0 = Ry1x1(t) + Ropx2 (t) + Bou(t) + Goo(t),

where x;(t) is a vector to be regulated, such as valve position, re-
generate temperature, or blower capacity; x,(t) is the vector re-
flecting business benefits, policy, administration and so on. u(t) de-
scribes the regulation value, w(t) shows extra disturbances. Simi-
lar to [15], we study the case of u(t) = 0. Due to abrupt failures
and sudden environmental changes, parameters of the oil catalytic
cracking process system will be affected inevitably, where the phe-
nomenon of parameters variation can be described by a Markov
chain. Thus, by setting certain sampling time Ty = 17—0, the oil cat-
alytic cracking process system can be depicted by the DM]JS in Eq.
(1) with the following parameters:

e Subsystem 1

132 132 015 0.15
A _| 0 096 —024 04
1=1153 096 073 028

135 015 06 15

[1.26 0.72

0.16 0
Bi=1162[H1=]079|

| 1.05 0.75
G=[11 06 02 0]D;=-13.

e Subsystem 2

[1.08 156 0.18 0.15
A _| 0 032 -08 04
271122 172 048 084 |
075 015 075 -1.05
[0.78 0.4
0.16 0.8
B=lo7m | H=]|_01]
| 1.05 0.9
G = [1.2 07 0.7 —0.1],1)2 =1

The singular matrix and transition probability matrix of system
(1) are given by

0 06 0 0
E— 0 1.6 0 0 [T = 05 05
=lo o 14 o |[MMil2=|03 o7]
0 0 3 4.5
0.8333
—0.3125
Choose Ri =Ry, = 0 s /3] = /32 =14, 6=0.6,
0
1 1 0
0 1 0
Ujp=Up=Uy=Up=|0 0 1|. The transition matri-
0 0 O
0 0 O
. 04 06
ces of Markov chain o are taken as [ﬂmn];ﬂ: |:O.6 O.4i|,

5 05 05
[rmnly2 =033 067

optimal Hy performance is y =18.2290 and the asynchronous

. Solving LMI (24), it is obtained that the

1 T T T T T T T
e(k)
1]
@ 0
B2 32
IS <]
05 ¢ £ L
8 1 5 1
» =
> ic
4]
0 2 4 6 8 0 2 4 6 g
0
_05 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8
Fig. 1. The filtering error e(k) of system (5).
T T T T T T T T T
) - o . N, _ ]
0 — —J e L J J J J e J
1 1 1 1 1 1 1 1 1

0 5 10 15 20 25 30 35 40 45 50

Fig. 2. Data packet losses.

filter gain matrices are given by

[ 03041  —0.0540 —0.0227 ~0.1958
Ap = |-0.0478 02512  —0.0364 |, By = | —0.0240 |,

| -0.0156 —0.0285  0.3224 —0.0403
Cr1 =[02823 0.7800 0.5386],

[0.2820 —0.0155 —0.0129 -0.2129
Ap = | -0.0165 02739  —0.0197 |, By, = | —0.0547 |,

[ -0.0084 -0.0135 0.2950 -0.0727
Cpp = [0.1102 07552  0.7146].

For simulation, taking exogenous disturbance w(k) = e, the
simulation of the filtering error e(k) is presented in Fig. 1. The data
packet losses are generated randomly according to § = 0.6, which
is shown in Fig. 2. From Figs. 1 and 2, it is obtained that the pro-
posed method in the paper is an effective one.

5. Conclusions

In this paper, the asynchronous H,, filter design problem for
discrete-time DM]Ss with packet losses has been investigated. The
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transmission between the plant and the filter is assumed to be im-
perfect, which leads to the simultaneous occurrence of stochastic
data packet losses and asynchronous modes. A new method has
been developed to design the asynchronous H,, filter for this type
of DM]JSs. Sufficient conditions are presented guaranteeing that the
filtering error system is stochastically admissible while preserv-
ing a prescribed H,, performance level. Then the desired asyn-
chronous filter parameters are computed in terms of LMIs from a
new perspective, which can be of full-order or reduced-order. In
our future works, we will extend the proposed methods to asyn-
chronous state estimation for DM]Ss with complex transition prob-
ability, such as descriptor semi-MJSs [40], descriptor nonhomoge-
neous MJSs [41], and DM]JSs with partly known transition descrip-
tions [42].
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