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Finite-Time H, Filtering for Nonlinear Singular
Systems With Nonhomogeneous Markov Jumps

Jimin Wang

Abstract—This paper addresses the finite-time Ho, filtering
for a class of nonlinear singular nonhomogeneous Markov jump
systems by T-S fuzzy approximation approach, where the tran-
sition probabilities (TPs) are time-varying and unknown. First,
by considering a stochastic Lyapunov functional and rendering
the time-varying TPs inside a polytope, a sufficient condition on
singular stochastic Hy, finite-time boundedness (SSH~oFTB) for
the filtering error systems is given. Then, by using the matrix
inequality decoupling technique, a novel linear matrix inequality
(LMI) condition on the existence of the finite-time Ho, fuzzy fil-
ter is presented. The fuzzy filter is developed in terms of LMIs
ensuring the filtering error system is SSH o FTB. Compared with
the previous ones, the proposed design method in this paper has
more freedom, leading to less conservative results. A tunnel diode
circuit is provided to illustrate the effectiveness and advantage
of the design approach proposed in this paper.

Index Terms—Nonhomogeneous Markov chain, singular
stochastic H finite-time boundedness (SSH~FTB), singular T-S
fuzzy systems.

I. INTRODUCTION

ARKOV jump systems (MJSs) are commonly used
Mto characterize and model many types of practical
systems, such as communication systems, networked con-
trol systems, economics systems, and so on. MIJSs have
drawn much attention from diverse fields due to its successful
description for practical systems with abrupt changes in their
structures [1]. So far, under the assumption that the transition
probabilities (TPs) are homogeneous, the problem of stability
analysis, the design of controller and filter for MJSs have
been extensively investigated in [2]-[5]. For example, when
the TPs are homogeneous, the necessary and sufficient criteria
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of stability and stabilization for MJSs were obtained in [2], and
the adaptive sliding mode control problem of nonlinear MJSs
was concerned in [3]. However, the assumption that the TPs
are homogeneous is not realistic in many situations. For exam-
ple, when the evolution between the operating modes of the dc
motor device is determined by time-varying TPs, the authors
studied finite-time stabilization for nonlinear discrete-time sin-
gular MJSs in [6]. In this case, the nonhomogeneous Markov
chain or process is more suited for describing the practical
systems. Another example of nonhomogeneous MJSs (NMJSs)
arises in networked control systems [7], as packet losses
and stochastic delays in networked control systems can be
described by Markov process. But in practice, delays or packet
losses are changing over time, which leads to the time-varying
TPs, so it is meaningful to study NMJSs. For NMIJSs, the prob-
lems of stability analysis and design are given in [8]-[13].
The filter design issue for NMJSs is studied in [13], where a
slack matrix X (i) is introduced to avoid the cross-coupling of
matrix product terms. However, the structure of matrix X(i)
R(G@) Y() .
ZG) Y ]), which
brings a conservative result. It is noted that all the scenar-
ios are established in the normal NMJSs. These results in
those papers are not applicable when the considered system is
singular.

Singular systems, also referred to as descriptor systems,
differential-algebraic systems, generalized state-space systems
or semi-state systems, have a strong ability to describe many
practical systems, such as biological systems, network control
systems, economic systems, power systems, and so on [14],
[15]. The problem of mixed Hy and passive filtering for
singular time-delay systems is studied in [16]. When abrupt
changes occur to singular systems, we naturally model them
as singular MJSs (SMJSs) [15]. Recently, many elegant results
for SMJSs have been presented [17]-[25]. For example, the
problem of stability and stabilization for SMJSs was con-
cerned in [17]-[20]. By using the replacement of matrix
variables, the sliding mode control problem for SMJSs was
investigated in [21]. Wu et al. [22], Ma and Boukas [23],
Li and Zhong [24], and Shen et al. [25] considered the
problem of filter synthesis for a class of discrete-time SMJSs.
To obtain the filter parameters, some matrix inequalities
in [23] and special constraints on freedom matrix are used
in [24] and [25]. Note that all these constraints will increase
the conservatism of the designed results. How to over-
come these constraints is one of the main concerns in this

paper.

is constrained (i.e., setting X(i) =
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On another research front, the T-S fuzzy model is recog-
nized as an effective tool in approximating or describing a
complex nonlinear system, which was first introduced in [26].
In the last several years, the fuzzy-model-based technique
has been widely and successfully used in the modeling and
control of nonlinear systems [27]-[31]. Recently, based on
the T-S fuzzy model, the dissipativity analysis and filter-
ing problem for nonlinear MJSs were discussed in [32]-[34].
For NMISs, the filtering issue via fuzzy approach has been
presented in [35]-[38]. Note that in order to design the fil-
ter parameters in terms of linear matrix inequalities (LMlIs),
Yin et al. [35], [36] and Sathishkumar et al. [38] imposed the
restrictions on free matrices. Singular T-S fuzzy systems are
more sophisticated since regularity and causality (or impulse-
free for continuous-time systems) should be considered simul-
taneously, which is a distinguishing feature of normal T-S
fuzzy systems [39]. Recently, based on the hypothesis that
the TPs are homogeneous, the controller design problem of
continuous-time singular T-S fuzzy MJSs has been addressed
in [40]-[44]. To the author’s knowledge, the issue of finite-
time Hoo filter design for discrete-time singular T-S fuzzy
MJSs has not been addressed, especially when the TPs are
nonhomogeneous. Thus from the point of the theory and prac-
tical applications, it deserves to be studied, which motives this
paper.

In this paper, we study the finite-time H, filtering problem
for a type of nonlinear discrete-time singular NMIJSs, where
the nonlinearity is described by the T-S fuzzy approximation
approach. First, based on a stochastic Lyapunov functional, a
sufficient condition on singular stochastic finite-time bound-
edness (SSFTB) for T-S fuzzy singular NMJSs (FSNMJSs)
is given. Then, a finite-time Hy, fuzzy filter for discrete-
time FSNMJSs is designed from a new perspective. With
the fuzzy filter, the filter error system is singular stochas-
tic Hyo finite-time bounded. The main contributions are as
follows.

1) A unified framework, which takes NMIJSs, T-S fuzzy
model and singular systems into account, is presented
for designing the finite-time H, filter for the first time.

2) Compared with [24], [25], [35], [36], and [38], a
less conservative method is proposed by avoiding the
restrictions on free matrices.

3) As a practical example, a tunnel diode circuit is applied
to illustrate the validness and superiority of the proposed
methods in this paper.

Notations: Throughout this paper, R = {I,2,..., v} with

v being the number of fuzzy IF-THEN rules. X > 0
(X > 0) means that the symmetric matrix X is semi-
positive definite (positive definite). / and O represent, respec-
tively, the identity matrix and zero matrix with appropriate
dimensions. The superscript “T” denotes the transpose of
a matrix. diag{---} represents a block-diagonal matrix. |x||
refers to Euclidean norm of the vector x. E[ - ] stands
for the mathematical expectation. In addition, in symmet-
ric block matrices, * represents as an ellipsis for the terms
that are introduced by symmetry, and sym {X} represents
X+ XT. % represents matrices that are not relevant in the
discussion.
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II. PRELIMINARIES

Consider a general nonlinear dynamic system as follows:

Ex(k+ 1) = f (1, x(k), w(k))
(k) = g(tx, x(k), w(k))
z2(k) = l(tk, x(k), w(k))

where f(-), g(-), and I(-) are the vector function of system
nonlinearity. x(k) € R”, y(k) € R/, and z(k) € RP are the
system state, the measurement output, and the signal to be
estimated, respectively. The matrix E € R™" is singular with
rank(E) = r, < n. In addition, the noise signal w(k) € R?
satisfies

N
E{Za)T(k)a)(k)} <d* d>0. (1)

k=0

In this paper, the switching law {7z, k > 0} is a discrete-time
Markov stochastic process taking values in a finite state space
S =1{1,2,...,8}, the evolution of {rx, kK > 0} is governed by
the following TPs:

Tm (k) = Pr{tip1 = m|te =71}

with 7 (k) > 0 and an: 1 Trm (k) = 1. i, (k) are the entries
of the TP matrix IT1(k). I1(k) is a time-varying matrix that
resides in a polytope

Mk) eco{Il’ : s=1,2,..., M} 2)

where IT° : s = 1,2, ..., M are given constant TP matrices
that are the vertices of the polytope and co stands for convex
hull, namely

M
(k) = a(k)IT° 3)
s=1

where a;(k) € [0, 11,5 =1,2,..., M and M, as(k) = 1.

Remark 1: Tt should be pointed out that (3) expresses a time-
dependent stochastic process, and this class of Markov chain is
called a nonhomogeneous Markov process. When I1(k) = II
for some constant matrix IT, it will be reduced to a so-called
homogeneous one.

We use the following T-S fuzzy model to approximate the
nonlinearities.

Plant Rule i:

IF &1 (k) is Mj1,. .., &y(k) is M;,, THEN

Ex(k+ 1) = Ai(t)x(k) + Fi(t)w (k)
y(k) = Hi(t)x(k) + Di(ti)w (k) “4)
z(k) = Ci(mp)x(k)
where ¢,(k) denotes the premise variable and M; (1 =
1,2,...,p,i € R) is the fuzzy set. The fuzzy basis functions
are given by
T Mi(e,(k))
Zl")zl le M; (e,(k))
with M, (¢,(k)) being the grade of membership of ¢, (k)
in M;,. Therefore, for all k, we have h;(e(k)) > 0 and
Yo hi(e(k)) = 1.

hi(e(k)) =
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By using the “fuzzy blending” method [26], a more compact
presentation of discrete-time FSNMISs is inferred as follows:

Ex(k+1) = Zl hi(e (k)[Ai(t)x(k) + Fi(m)w (k)]

y(k) = 3 hi(e () Hi(t)x(k) + Di(mi)e (k)] (5)

=

20 = 3 hi(e (k) Ci(mx (k).
=1

=

For simplicity, we denote 1y = r, Aj(tx) = Ai(r), Fi(tx) =
Fi(r), Hi(ty) = H;(r), Ci(ty) = Ci(r), Di(tx) = Di(r), ¥ t €
S. Ai(r), Fi(r), Hi(r), Ci(r), D;i(r) are known compatible
dimension constant matrices.

Remark 2: If E = I, system (5) reduces to T-S fuzzy NMJSs
studied in [35]-[38]. Thus, the situation considered in this
paper is general.

In this paper, we consider the following fuzzy filter for
system (5), its ith rule is given by:

IF g1 (k) is M;1,..., &y(k) is M;,, THEN

{Y(k + 1) = Ap(nix(k) + B(r)y(k)
2(k) = Ca(Nx(k).

Through the parallel distributed compensation, the overall
dynamical fuzzy filter model can be constructed as

(6)

Xk+1) = Zl hi(e (k) [Ap(nx (k) + Ba(r)y(k)]
v T (7
z2(k) = Zl hi(e (k) C(r)x(k)

where x(k) € R™ and z(k) € R" are, respectively, the state and
the output signal of the filter. Ag;(r), Bfi(r), and Cj;(r) are the
filter parameters to be designed later.

Define

n) =["l) Th], et =z -2k  ®)

then, the filtering error system formed by system (5) and filter
(7) can be written as

{Emk + 1) = A (k) + Fhok) ©
e(k) = C(hyn(k)
where
—~ E 0
il
Aty = Y e k) th(s(k))[ B0 Aﬁf’(r)]
i=1 j=1

o~ _ . . - i Fl(r)
Plhy = le hi(e (k) 21: hj(e(k)) [ Byi(nD;(r) ]
i= J=

v v
Chy =Y " hi(e(0) Y e[ Ci(r)  —Cy(r) ). (10)
i=1 j=1
Definition 1 [15]: System (9) with w(k) = 0 is said to be:
1) regular if det(sE —A(h)) 20 for V r € S;
2) causal if degree {det(sE—Z(h))}= rank(f) forVreS.
Definition 2 (SSFTB) [19]: System (9) is said to be SSFTB
with respect to (cy, ca, G(r),N,d), where 0 < ¢; < ¢,
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G(r) > 0 and N € Z, if system (9) is regular and causal,
and satisfies

E{nT(OETGMEn)} < ¢}

= E{nTWE"GMEn(k)} <3, Vke 1,2,...,N. (11

Definition 3 (Singular Stochastic Hs, Finite-Time
Boundedness (SSH-FTB)) [19]: System (9) is said to
be SSHFTB with respect to (c1, c2, G(r), N, d,y), where Y
is a prescribed positive scalar. If system (9) is SSFTB with
respect to (c1, ¢, G(r), N, d) and under zero initial condition,
the filtering error e(k) satisfies

N N
E[ > eT(k)e(k)] <7 o' Rok).

k=0 k=0

(12)

The purpose of this paper is to design the finite-time Hyo
fuzzy filter in the form of (7) for system (5) such that system
(9) is SSHoFTB with respect to (c1, ¢2, G(r), N,d,y).

In the following, we introduce a useful lemma for deriving
our main results.

Lemma 1 [27]: Given matrices A, M and a symmetric matrix
T of appropriate dimensions. The inequality

T+AT™™MT +MA <0

is fulfilled if there exist matrix N and a scalar 8 such that the
following holds:

T BM+ATNT
[* —ﬁN—,BNT} <0

III. MAIN RESULTS

In this section, the finite-time Hy, filtering problem for
FSNMISs is investigated. To this end, we first provide a novel
synthesis approach for SSFTB of FSNMISs, which is the
foundation of the subsequent theorems.

Theorem 1: For given scalars § > 1,¢; >0,N>0,d >0
and matrices G(r) > 0, system (9) is SSFTB with respect to
(c1,c2,G(r), N, d), if there exist constants ¢co > 0, A, > 0,
a set of positive definite symmetric matrices ﬁs(r) and P(r),
matrices U(r), V(r), Q(r), T(r), R, Yr € S, such that

W) W) UNFEM)
* w2 V@HFEGh) | <0 (13)
* * —R
G(r) < Py(r) < }aG(r) (14)
red +8d* < g7V (15)

where
#'(r) = sym{U((A(h) — E)} + ETP(NE
— BE'P,(nE
72 = —U@) + @A) —E) V() +ETP()
+ Q' (DR (r)
Wn(r) =sym{—V(r) + R(NT ()} + P(r)

o~ M o~
Py(r) =Y as()P°(r)

s=1
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as (k)& (k) s, Pl(m).

ME
M=

S
P(r) =Z

R(r) e RUmWx0=re) g the arbitrary matrix satisfying
ETR(r) = 0 and rank (R(r)) = n — re.
Proof: First, we prove that system (9) is regular and causal.
From (13), it follows that:

w1y w2
[ % 7/22(r)]<0

I
-
~
I

1s 1

(16)

then (16) can be equivalently rewritten as

ATHX () A@) + sym{ AT(NS(H O} — BETP(HNE < 0

(17)
where
~ [E o E I
E= K } Alr) = [Z(h)—ﬁ —1}
~ [Py 0] = T
o= o eo=[ &0 A
S = Rg) ﬂ X(r) = [P(()r) 8].
From (17), it follows that:
sym{ A0SO} — BETP(HE < 0. (18)

Since rank(E) = m + r, there exist two nonsingular matrices
P, G e REm+m)xQ2m+m) gych that

PEG = _’"’Jf 8}
s =[50 i)
R ]
ral
7750 = 20 |
0ng =0 Q0] (19)

From ETﬁ(r) = 0, it follows that 3! (r) = 0 and §2(r) €

R(n42n=r)x(m+2n=r) hag full rank, namely:
~ 0 ~
-T | - 2 (m+2n—r)x (m+2n—r)
P8(r) = [Sz(r)i|’ S“(r) e R

rank(TSQ(r)> =m+2n—r. (20)

Pre- and post-multiplying (18) by #T and #, along with (19)
and (20), it is obtained that

* * 0

*x sym{(40) B 00] | =
which further implies that sym{(A“(r))Tg2 (r) éz (r)} <0, then
.A4(r) is nonsingular. From Definition 1, it follows that the pair
(E A(r)) is regular and causal. Further, based on the fact that

det(zE A(h)) det (zE A(r)) for every r € S, it is obtained
that system (9) is regular and causal.
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Next, we prove that system (9) is SSFTB, i.e., (11) holds.
To this end, we assume that the left hand side of (11) holds
for the given c¢; > 0. We construct the Lyapunov functional as

Vn(k), w, ax) = n (ETP(rEn(k)

M
=n'(OE" (Z m(k)ﬁ%r)) En(ky (21

s=1
where ﬁs(r) > 0. Then it is obtained that

E[V(nk+ 1), Ty, org )| o]
S

=n"(k+ DE" Y st (@) P (e DEn(k + 1)

m=1

=n"(k+ DE"P(HEnk + 1)

where

M
T (Qg) = Zas(k)nrsm
s=1
Pu(arin) = Y ask+ DPm) =Y &(k)P'(m)
s=1 =1
s M M

Y 0T, P ).

m=1 s=1 I=1

= Er}(k—i— 1) —En(k), one has

P(r) =

Let y(k)
E[V(nk+ 1), Tert, aren)| T, o]
= (En(k) +y(®)) " P(r) (Entk) + y(K)).

Using the equations y(k) = En(k+1)—En(k) and En(k+1) =
A(h)n(k) + F(h)w(k), it is obtained that

(An) — E)n(k) — y(k) + F(yeo (k) = 0

then it follows that:

(22)

(23)

0=290(M | A0 - E)nk) — y(k) + F(ho (k)
(24)
where
vl ="k Yk k]
M) =[UTr) Vi) 0]
For any matrix Q(r),T(r) € ROTIxmdm Ry ¢

RmHMx(=re) s any full column rank matrix satisfying
ETR(r) = 0, along with y(k) = En(k + 1) — En(k), one has

0 =2y (DR[O (k) + Ty (K)]. (25)
Adding (24) and (25) into (22), it is obtained that
E[V(n(k+ 1), Tirt, e )6, o] = 2RO DT (k) (26)

where
1 #R2r)  UWFMH)
Q@) = * W2(r)  V@)EHh)
* * 0
©1(r) = sym{U(r)(A(h) — E)} + E"P("E.
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From (13), it follows that:
E[V(n(k+ 1), Trg1, o )|k, k]
< BV k), T, @) + " ()R (k)
which is equivalent to

E[V(n(k+ 1), Tet1, orr1) ]
< BEIV(n(k). T, )] + E[o" ()R (k)].
Based on (2) and (27), it is obtained that
E[V(n(k), T, ar)]
< BE[V(n(k — 1), 11, ax—1) ]
+ E[o"(k — DRw(k — 1)]

27

k—1
< B*EIV(n(0), 10, 0)] + aE[Z ﬂ"_l_”wT(n)w(n)}

n=0

< BYE[V(1(0), 10, 20)] + 88*d? (28)

where § = max,cs Omax K-
Define I_JS(V)A: G~ YD H)Py(r)G~ /2 (r), then based on
E{nT(0)E"G(rEn(0)} < ¢} and (14), it follows that:

E[V(1(0). 0. o0)]
= E[n"(0)E"Py(nEn(0)]
= E[1"OE"G* (0P,(nG* (NENO)]
< max Amas (Ps () E{ (TG En(0)}
< Joct. (29)
On the other hand, from (14), we have

E[V(n(k), t, ax)]
=E[n"(0E"P(nEn(b)]

= E[1WE'G} (P0G (En (k)|
> E{n"(OE"G(rEn(k)}.
From (28) to (30), it follows that:
E{n"(WE"G(rEn(k)}
< ,8k<)\2c% + 8d2> < ﬂN<)\zc% + 8d2>.

(30)

Then, from (15), it follows that E{nT()ETG(rEn(k)} <
¢35, Vke{l,2,...,N}. Therefore, system (9) is SSFTB with
respect to (c1, c2, G(r), N, d). The proof is completed. |
Remark 3: A sufficient condition on SSFTB for a class of
FSNMIJSs is presented in Theorem 1 for the first time. It is
noted that two zero equations (24) and (25) have been added
to prove the SSFTB of FSNMISs, which can increase the
freedom of the finite-time fuzzy filter design in the sequel.
Based on the obtained results in Theorem 1, we now in the
position to derive the sufficient condition on SSH.FTB of
system (9), which is given in the following theorem.
Theorem 2: For given scalars 8 > 1, ¢y > 0, N > 0,
d > 0 and matrices G(r) > 0, system (9) is SSHoFTB with
respect to (cy, ¢z, G(r), N,d, ), where ¥ = /ypBYN, if there
exist constants ¢ > 0, A > 0, y > 0, a set of positive
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definite symmetric matrices lﬁs(r) and P(r), matrices U(r),
V(r), Q(r), T(r), Vr € S, such that (14) and

P #2) UWFHR)  Clh
* W2 V()E(h) 0
* * —yl 0 <0 (3D
* * * —I
rct+yd> < NG (32)

where # 1 (r), W '2(r), #?2(r), P(r), R(r) are the same as
Theorem 1.
Proof: In view of (31), it is obtained that

vy w20 UWEH)
* w2y V@FGh) | <0
* * —yl

by setting R(r) = yI, from (31) and (13), according to
Theorem 1, we have system (9) is SSFTB with respect to
(c1,¢2,G(r), N, d).

In addition, from (31), we have

E[V((k+1), Ths1, g ]
< BV (1K), T, ax) + yo' (Dw k) — €' (ke(k).

Based on this, we have the following iteration process:

E[V(n(k), w, ar)]

< BE[Vitk—1), 51, ax—1)]
+ yE[0"(k — Dok — )] —E[e" (k — De(k — 1)]

(33)

k—1
< BEIV(1(0), 10, @0)] + yE[Z ﬂk‘l‘”wT(mw(n)}

n=0

(34)

k—1
— E[Z ﬂklneT(n)e(n):|.
n=0

Then under zero initial condition, since V(n(k), tx, ax) > 0, it
is obtained that

k—1 T
)’E|:Z B o e (n)

n=0 i

k—1
> E{Z ﬁk‘l‘"eT(n)e(n)}

n=0
when B > 1, it implies that

k-1 rk—1
E|:Z eT(n)e(n):| <E Z,Bk_l_"eT(n)e(n)]

n=0 Ln=0

k—1
< yE[Z ﬂk—l—"wT<n)w<n)]

n=0

k—1
< Vﬂ"‘lE[Z w%n)w(n)} (35)

n=0
which further implies that

N N
E |:Z eT(n)e(n):| < 72E |:Z a)T(n)a)(n):|

n=0 n=0

with ¥ = \/yBY. Thus, according to Definition 3, system (9)
is SSHFTB with respect to (c1, ¢2, G(r), N, d, y). The proof
is completed. |
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Remark 4: It is worth mentioning that the conditions in
Theorem 2 are nonlinear matrix inequalities with respect
to the freedom matrices U(r), V(r) and the desired finite-
time Hs fuzzy filter parameter matrices since some product
terms of these parameters to be determined appear in a
Ui 0 i| and
Ux(r)  Y(r)

V() = [V] (r) 0 J by using the method of [24], where

nonlinear fashion. If we set U(r) =

Vo(r) aY(r)
a is a given scalar, the finite-time Ho, fuzzy filter parameters
can be designed using LMIs directly. Alternatively, the param-

eters can be designed when setting U(r) = g;g:; II;Eg]
and V(r) = [“28’; ?Eg by using the method of [25].

However, it should be pointed out that the result obtained is
conservative due to the fact that the block structures of U(r)
and V(r) are constrained. Then a new design method is given
to design a finite-time Hy, fuzzy filter for FSNMJSs, which
is less conservative and more general than the existing ones.

In order to take the advantage of the existing LMI toolbox
in MATLAB [28], an alternative theorem is presented by strict
LMI conditions in the following statement.

Theorem 3: For given scalars § > 1,¢; >0, N > 0,d > 0,
k(r) and matrices G(r) > 0, system (9) is SSHFTB with
respect to (cy, ¢, G(r),N,d,y), where y = \/y,BN, if there
exist constants ¢ > 0, A, > 0, y > 0, matrices PS (r), PS (r),
P§(r), Ui(r), Ua(r), Us(r), Us(r), Vi(r), Va(r), V%(F) V4(r)
Ql(”) 02(r), T1(r), Ta(r), L(r), Ap(r), Bi(r), Ci(r), Vr € S,
such that (32) and

Aii(}’)<0, i=1,2,...,\1 (36)
Aij(r) + Aji(r) <0, j<i=1,2,...,v (37)
P P5(n)
G(r) < |: 8 Pé(r)i| < M G(r) (38)
where
AF ) AR ARG AP ARD)
¥ iz(r) 53(r) 0 is(r)
Ayj(r) = s —yI 0 {S(r)
* * -1 0
* * * A?js(r)
AG ) Ag(r) = Ua(r)
11 i
Ay )= Swn{[Aﬁu3m A5(r) — Ua(r)
|:ET7>1(r)E BEPS (rE ET772(r) ﬂETﬁ;(r)]
* Pa(r) — BP(r)
A2(r) = [ A1) . A@r) R
v _A%%)Aﬂﬂ—WV%me+%m
AB(r) [ Ui (nFi(r) + Eﬂ(r)Di(r):I
| Us(nFi(r) + B(r)Di(r)
cr
A4 = i
ij () I —C;(r)i|
A @) = KOﬁabU)—l(0)+fﬁEQF;O)
i (r)(Us(r) — L(r)) + Ag(r)
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n. . [A%21r) A22(2r) }
AT = [ 5 —Va() = VI + Py(r)
AB() = [Vl(V)Fi(r) +§ﬁ(”)Di(r)i|

v V3(r)Fi(r) + Bg(r)D;(r)

o=l ]

AP () = DI (B

A () = =k (L) — k(ML (r)

A (1r) = Ui(N(Ai(r) — E) + Bg(nHi(r)

A 3r) = Us(n(Ai(r) — E) + B(rn)Hi(r)

AR = W) - BV + H (0By() — Ui()
+E"Pi(r) + 0] (ST (r)

AR@r) = (i) = B'VI() + HI (0B (r) — Ua(r)
+ E"Pa(r)

ARGR =450 = VI — Us() + PR ()
+0;(NST ()

AP (1r) = sym{=Vi(r) + SOT1 (")} + P (r)

AP (2r) = —v2(r) — Vi) + Pa(r) + S(T2(r)

Pe(r) = Z T PL(m), ¢ =1,2,3.

S(r) € R™(1=7¢) ig the arbitrary matrix satisfying ETS(r) = 0
and rank (S(r)) = n — r.. Then the parameters of the desired
mode-dependent finite-time Hy, fuzzy filter can be obtained by

As(r) = L™ (DAx(r), Bs(r) = L~ (1 Bs(r)

Csi(r) = Cs(r). (39)
Proof: First, let

REAGCER%ZG! IRAAGERZIG)
VO =1 t30) U4(r)}’ ve = [vam vm]
[P Par) [Py Pan)
RO=1 ﬁasm]’ P(”‘[ - Pa(r)]
o =[0i(n G®]. T=[Ti() Txr]
R(r) = Sg)]. (40)

Then we substitute (10) and (40) into (31), it follows that:

D hi(e () Y hi(e (k) y(r) < 0

41)
i=1 j=1
where

Eil'l (I") 2112(’.) 2113 (r) Ei1.4(r)

P 52(r) 53(r) o
Xii(r) =
/ * * —yI 0

* * * -1

£l = Sym{ [ 5,110 V(@) =D } ]

53 Us(n@Ag(n) =1
+ ®(r)
211 =122
12 _ L L
Xy (= [z}j?m) 2};2(40
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s = [ Ui(nFi(r) + UZ(”)Bﬁ(”)Di(”)]

v | Us(nFi(r) + Us(r)Bg(r)D;(r)

[ ¢l

14 _ i
>y ()= _—c;m}

». . [ 220 >22(2r)
= | % —Va(r) — Vi) + P3(r)
£B() = [ Vi Fi(r) + VZ(”)Bﬁ(”)Di(”)]

u | Va(r)Fi(r) + Va(r)Bg(r)D;(r)

%' (1) = Ui (N(Ai(r) — E) + Ua(r)Bg(r) Hi(r)
2 (3r) = Us()(Ai(r) — E) + Us(r)B(r) Hi(r)
T Tp,
s [(1 PR
®1(r) = EVP\(nE — BETP1,(PE
=20 = W) - EVI0) + BT (0B VE (1)
— Ui() + E"P(r) + QT (1ST (r)
=2@n = @) - BVI0) + H (0B (V@)
— Ua(N +E"P2(r)
=26n = (4500 — DVE() - Us() + PT ()
+ 0 (NS (")
2@ = (Ag() = 1)'VI0) — Us(r) + P3(r)
22(1r) = sym{—V(r) + S(")T1 ()} + P1(r)
222r) = —Va(r) — Vi (1) + Pa(r) + S Ta(r)

then, decoupling some product terms in (41), (41) is equivalent
to

> hi(e(k) Y hi(e(k)Wi(r) <0

i=1 j=1

(42)

where
il W2 wPn  ZE0)
Wii(r) =

Wi (r) =

* ng(r) ‘-1123(1') 0
+ sym{H" (0" ()}
=Uz(r) } }
—Uy(r)
+ ®(r)
WP = [ Ui (r)F,-(r)}
| V3(n)Fi(r)

* —yl 0
* * * —1I

M, 8 Ui(r)(Ai(r) — E)
vl =sm{ [ 00 6

[ wl2(1r) w22

| WG Vi) = Us(n) + P3(n)

| Us(DFi(r)
w2 () = _Vl(r)Fi(”):|

[ [ H 0BL0) | ]
AG(r)

wo- [}

D} (B (r)
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Uy =t [V vie] o 0]
W) = A — BV ) — Ui() + E'Pi(r)
+ 0 (ST ()
Wit 2r) = (Ai(r) — E)'V3 (r) — Ua(r) + E" Pa(r)
WFQG3r) = =V3(r) — Us(r) + Py (r) + Q3 (ST ()
U@ =[Uirn Uim].
Further, (42) is equivalent to
> hie(0) Y hilek)M(r) <0 (43)
i=1 j=1
where
;' (r) n;(r) 1'[;(;’) it
mn=| * T 0 0G0 0
v * —ylI 0
* * * i
+ sym{H"(n LT (r)}
oy L(r)By(r)Hi(r) L(V)Aﬁ(r)“
M () = Sym{ [L(r)B,i(r)Hi(r) L(r)Ag(r)
+ vl ()
[ HT()BL(HL () HY()BL(HLT(r)
12 _ i i i p
T = At ATOLT()
+ W)
B30 = [ V1 OF) + L(V)Bﬁ(”)Di(”)i|
i | Us(r)Fi(r) + L(r)B;(r)Di(r)
M2 (r) = [ VI(Fi(r) + L(V)Bﬁ(")Di(r)}
i | V3(r)Fi(r) + L(r)B5(r)Di(r)
LT =[Li()  La2) 0 0]
Li(n=[Uy(r)—L"r) Uf(r) =LY ]
Lo(r)=[Vi() —=LT(r) Vi —LT("]
On the other hand, it follows from (39) that:
As(r) = L(NAs(r), Bg(r) = L(r)Bs(r)
Ci(r) = Cp(r). (44)

Substituting (44) into (36), (37), and considering the nature of
the convex combination, it is obtained that

D hi(ek) Y hi(e(k)Y(r) <0

(45)
i=1 j=1
where
[Ny TR TP e 10
* T2 M7 0 A?.S(r)
T =]« A
L * * AP (r)
0150y — [ () (Ua(r) = L(r) + HI (NBL(OLT (1)
PNk MUa(r) = L) + AF(ILT ()

M35() = DT BLALT ().
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Applying Lemma 1 to (45), then it is obtained that (43)
holds, which further implies (31) holds. Therefore, based
on Theorem 2, if (32) and (36)—(38) hold, system (9) is
SSH«FTB with respect to (c1, c2, G(r), N, d, y). [ |
Remark 5: In Theorem 3, a novel sufficient condition on
SSH-FTB of system (9) is obtained in terms of LMIs.
When E = I, Theorem 3 degenerates to finite-time Ho
fuzzy filter design results for T-S fuzzy NMIJSs. A similar
problem has been studied in [38], where the freedom matrix
S(r)  Y(r)

VO =120 v
straints on the freedom matrix variables have been relaxed in
this paper. Further, if we set 8 = 1 without conditions (32)
and (38), the problem studied in this paper reduces to the Hy,
fuzzy filter design for T-S fuzzy NMIJSs, which has been stud-
ied in [35] and [36]. It should be noted that the authors set

is used. However, the structural con-

| R Y| .
X(r) = |:Z(r) Y(r) in [35] and [36]. All these hard con-
straints on slack variables have been dealt with in this paper.

Thus, the method proposed in this paper is less conservative
and more general.

Remark 6: By using the T-S fuzzy approximation approach,
the SSH,FTB for a type of nonlinear SNMIJSs has been inves-
tigated. In fact, in practical systems, the ideal assumption of
complete availability of the stochastic modes can be limited by
several factors such as cost, physical constraints or difficulty of
measuring. Thus, it is appropriate to design mode-independent
filters for such practical systems. When we set L(r) = L,
Aji(r) = Aygi, Bi(r) = By, Cji(r) = Cp in (36) and (37), the
desired fuzzy filter will become the mode-independent ones.
Thus, from the practical point of view, the results in this paper
are more powerful and desirable.

Remark 7: Note that the proposed main results are based on
the LMI approach. One of the main problems while using the
LMI approach is the computational issue especially if the size
of LMI becomes large. Fortunately, all the computations of
main results are off-line and so with the help of the MATLAB
LMI toolbox, solving the LMIs (32), (36)—(38) will not be a
big deal. When the LMIs (32), (36)—(38) have a solution, the
filter gains are obtained directly and the filter to the estimation
system is implemented.

Remark 8: From Theorem 3, a minimum H, performance
Y can be obtained by solving the following optimization
problem:

Minimize y
Subject to LMIs (32) and (36)-(38) Vre S.

IV. EXAMPLES

In this section, a numerical example is given to show
the advantage and applicability of the proposed theoretical
methods.

We consider a tunnel diode circuit modified from [28],
which is shown in Fig. 1. The tunnel diode is subject to abrupt
failures, and the equipment is altered to take these failures
into account according to the stochastic switching. In the cir-
cuit, the switch of “S” occupies two positions in a random
way. The switching mode is known to be cumbersome in
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R1 D1 R2 D2
! '

Ve

Fig. 1. Tunnel diode circuit.

some circumstances but is assumed in [29] to be precisely
known. In this paper, we assume that the switching mode
is not precisely known, which follows a nonhomogeneous
Markov chain. C is a capacitor, R1 and R2 are resistors, D1
and D2 are tunnel diodes. The tunnel diodes and resistors are
characterized by

e (1) = Mvp(®) + Ny if =1

Dt = MQ@vp () + N () if 1, =2
(Rl if =1

R(’f)—{Rz it 7 =2

Based on Kirchhoff’s laws, then the nonlinear differential-
algebraic equations for the tunnel diode circuit are given as

Cvc(t) = ipy, (1) + ir(1)

0 = —vc(®) — R(t)ir(1) + (1)
Y(1) = Lipg, (1) + w (1)

z(1) = Hvp(1) (46)
where L and H are system parameters. Denote
X = [vg(t) i%(t) ]T, we can transform system (46)
into

c 0 M) 1
[o } @) = [ 0 —R(r,)}x(’)
N [Ngz) 8}(3(0 n [?}w(t)
y(@) = L[M(z) 0]x(t)

+L[N@) 0]F0) +w®)
2 =[H 0]x@.

By setting a certain sampling time, such as Ty, =
T/10, we can discretize the obtained continuous-time sin-
gular nonlinear NMIJSs. The system parameters are as
follows.

1) Mode 1

1 113
Arl) = [0 ]AZ(D:[Oﬂ 0.5]
—0.1
A= [025]’5(1)—[0.32}
[0.5 —04], Hy(1) =[0.25
=[03 -02], G(H=[1 O]
0.3, Dy(1) =0.

~0.2]
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2) Mode 2
41@) = [01 } A2(2)=[0.125 —%.6:|
Fi2) = [ “ } F22) = [50225 }
Hi(2)=[03 —0.1], H2)=[0.15 -0.3]
Ci2)=[02 =-02], G;2=[0 15]

D1(2) = —0.2, D(2) =0.1.

The TP matrix is assumed to be time-varying in a polytope
defined by its vertices

0.7

0.65 |

1|06 04 2> |03
= [0.5 05| ™ =1{o03s
. S 0 0 .
The singular matrix is given by E = 0 11 setting S(1) =
[(l)i|,S(2) = |:_01:| Gl)=G2)=14,c1=01,d=2,N =
7, B = 1.16, k(1) = k(2) = 0.1. According to Theorem 3,
solving the LMIs (32), (36)—(38), the optimal performance

index, ¥, is calculated as y = 1.2159, the optimal value for
¢y is ¢ = 2.5571 and the associated fuzzy filters are given by

[0.0670  0.0116] [0.0405
A =100124  0.0660 | B =| _0.0397 |
Cri(1) = [0.0444  0.0048 ]

[0.0779  0.0018 ] [ —0.2268 ]
A =100001 00682 B2 = 01909 |
Cpa(1) = [—0.1228  0.0803]

[0.0708  0.0077 ] [0.0364
An@=100082 00701 " B1@ = | _0.1500 |
Cri1(2) = [0.0219  —0.0152]

[0.0693 0 ] [0.0711
422 =100003 00792 | 2@ = _0.0368}
Cp(2) = [-0.0691  —0.0368].

It should be noted that if we use the method given
in [25] [i.e., restraining the structure of U(r) and V(r)],
it is obtained that the optimal performance index is
Yy = 4.0490 and the optimal value for ¢y is ¢ =
8.6315. Thus, the methods proposed in this paper are less
conservative.

For simulation, we choose the fuzzy weighting func-
tions to be hj(xa(k)) = [(1 + sin(x2(k)))/2], ha(x2(k)) =
[(1 — sin(xa(k)))/2], and the disturbance input as w(k) =
0.5exp(—0.1k)sin(k). Fig. 2 shows the response of the filtering
error system. From Figs. 2 and 3, it can be seen that system
(9) is SSHFTB with respect to (0.1, 2.5571, 14, 7, 2, 1.2159).

Remark 9: When setting system matrix £ = [ and matri-
ces S(I) = S(2) = 0, the problem studied in this paper
reduces to finite-time H, filtering problem for fuzzy NMIJSs.
In contrast to the method proposed in [38], where the optimal
performance index ¥ = 8.1948 and the optimal ¢, = 17.3657
are obtained, the optimal performance index y = 5.6537 and
the optimal ¢ = 12.0031 are given in this paper. Further,
if we set § = 1, the problem studied in this paper reduces
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Fig. 2. State responses of the filtering error system (9).
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Fig. 3. Curve of the filtering error e(k).

to the Hy, filtering problem for fuzzy NMJSs. In this case,
the optimal performance index ¥ = 2.7906 and the optimal
¢y = 6.0866 are obtained in this paper. However, if we use
the method proposed in [35] and [36], it is obtained that the
optimal performance index is y = 5.7211 and the optimal
value for ¢ is ¢» = 12.3611. Furthermore, the results given
in [35], [36], and [38] are invalid for this example since the
matrix E is singular. Based on the above discussion, the
methods proposed in this paper are less conservative.

V. CONCLUSION

In this paper, the finite-time Hy, filtering problem for a
type of FSNMIJSs has been investigated. Based on a stochastic
Lyapunov functional and considering the time-varying tran-
sition probabilities inside a polytope, a sufficient condition
on SSFTB for the underlying systems is presented. Then a
novel sufficient condition on SSHFTB of the filtering error
system is obtained in the frame of strict LMIs. Meanwhile,
the desired filter parameters are developed by solving a con-
vex optimization problem. The new design methods in this
paper improve some existing literatures by using the matrix
inequality decoupling technique. In our further research, the
extensions of the proposed approaches to the analysis and
synthesis of FSNMIJSs in the networked environment will
be considered. In addition, applying the proposed theoreti-
cal results to bio-economic systems is also part of our future
research efforts.
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