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Distributed Localization for 2-D Sensor Networks
With Bearing-Only Measurements Under

Switching Topologies
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Abstract—This paper investigates the problem of bearing mea-
surement based distributed localization for sensor networks that
are undirected and switching. Each node holds a local coordinate
system with no knowledge about the global coordinate system and
measures the bearing angle information about its neighbors in its
local coordinate system. A novel scheme for localization is devel-
oped using a complex Laplacian to overcome the challenges due to
the absence of a global coordinate system and the presence of topol-
ogy switching in communication. First, by using bearing-only mea-
surements, an algorithm is proposed to establish linear equation
constraints for the coordinates of sensor nodes in the global coor-
dinate frame. The main idea is that each node uses its own bearing
and its neighbors’ bearing information to construct a similar con-
figuration, though it is not able to recover the true configuration by
using only bearing measurements. Second, a distributed iterative
algorithm is proposed such that all the sensor nodes can coopera-
tively find the true coordinates of themselves. It is shown that the
algorithm exponentially converges, provided that the communica-
tion network jointly satisfies certain connectivity properties. The
simulation results validate our proposed algorithm.

Index Terms—Bearing measurement, distributed localization,
switching topology.

I. INTRODUCTION

LOCALIZATION problems can be found in many appli-
cations such as tracking a target, collecting sensor data

with location information, intelligent home systems and so on
[1]–[3]. Due to the advantages of distributed localization in re-

Manuscript received February 3, 2016; revised July 23, 2016; accepted Au-
gust 19, 2016. Date of publication September 8, 2016; date of current version
October 6, 2016. The associate editor coordinating the review of this manuscript
and approving it for publication was Prof. Wee Peng Tay. This work was sup-
ported in part by the Zhejiang Provincial Natural Science Foundation of China
under Grant LR13F030002, in part by the Zhejiang Open Foundation of the Most
Important Subjects, the Fundamental Research Funds for the Central Universi-
ties, China, under Grant 110201-172210151, and in part by the Key Laboratory
of System Control and Information Processing, Ministry of Education, Shang-
hai, China, under Grant Scip201504. (Corresponding authors: Zhiyun Lin and
Ronghao Zheng.)

Z. Lin and T. Han are with the State Key Laboratory of Industrial Control
Technology, College of Electrical Engineering, Zhejiang University, Hangzhou
310027, China (e-mail: linz@zju.edu.cn; hantingrui@zju.edu.cn).

R. Zheng is with the State Key Laboratory of Industrial Control Technol-
ogy, College of Electrical Engineering, Zhejiang University, Hangzhou 310027,
China, and also with the Zhejiang Province Marine Renewable Energy Electrical
Equipment and System Technology Research Laboratory, Zhejiang University,
Hangzhou 310027, China (e-mail: rzheng@zju.edu.cn).

M. Fu is with the School of Electrical Engineering and Computer Science,
University of Newcastle, Callaghan, NSW 2308, Australia, and also with the
School of Control Science and Engineering, Zhejiang University, Hangzhou
310027, China (e-mail: minyue.fu@newcastle.edu.au).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TSP.2016.2607144

ducing the network resource consumption and fully utilizing the
computation ability of each sensor node, numerous distributed
localization schemes have been developed using different kinds
of local measurement information in recent years. Three kinds
of measurements are often adopted, namely, distance measure-
ments [4]–[10], bearing measurements [11]–[17] and relative
position measurements [18]–[22].

Bearing-only distributed localization has received grow-
ing interest due to its potential applications for vision-based
systems. Distributed localization problems with bearing-only
measurements can be described as follows. In a large sensor
network, there are several sensor nodes called anchors, which
can obtain their own absolute position information in a global
coordinate system through some equipment such as GPS. Other
sensor nodes are to be localized. They can acquire bearing-only
measurements of neighboring nodes. The objective is to de-
sign a distributed position estimation algorithm, by which each
sensor node can use locally available information to iteratively
determine its own coordinate in the global coordinate system.

For the bearing-only localization problem, a fundamental
problem is whether all the nodes in a sensor network can lo-
calize themselves using bearing-only measurements. From this
perspective, it has been shown in [12], [15], [23] that if a 2-D
network is infinitesimally bearing rigid with at least two anchor
nodes, then the network is localizable. Recently, [17] extends
this problem to d-dimensional spaces and shows that if every
infinitesimal bearing motion of the network involves at least
one anchor, then the network is localizable. However, all these
works focus on sensor networks under fixed communication
topologies. In practice, communications between sensor nodes
may fail temporarily or even permanently, which means that a
sensor node may not receive its neighbors’ estimates temporar-
ily or even permanently. So the communication topologies in
the localization process may switch over time. Under such a
setup, it is remaining open results on whether a sensor network
is localizable in a distributed manner.

Moreover, for a large-scale network, all the sensor nodes may
not agree on a common direction without extra equipments such
as compass. That is, the sensor nodes may not have the knowl-
edge about the orientation of the global coordinate system and
thus they can only measure the bearing angles in their own local
frames. However, in the literature such as [15] and [17], it is
often assumed that all the sensor nodes know the orientation of
the global coordinate system in order to make their distributed
localization algorithms work. More specifically, consider a sen-
sor network with the estimate of each node i’s coordinate in
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the global coordinate system denoted by p̂i . The basic idea in
[13]–[17] is that each node i updates its estimate to drive
vT

ij (p̂j − p̂i) to zero, where vij is a vector derived from the
measured bearing angles, which is perpendicular to pj − pi .
With this method, vij must be obtained with respect to the
global coordinate frame. Thus a common orientation is needed
for every node. To address the issue caused by different frame
orientations, algorithms for asymptotically aligning the orien-
tations of the local frames with the one of the global frame
are required. One way for orientation alignment is a sequen-
tial method, which begins with an anchor node and adjusts the
orientation of other nodes one by one or group by group [13],
[14]. But the drawback is that it may accumulate the orienta-
tion alignment errors along the sequence of propagation. An
alternative way is to utilize a simultaneous orientation consen-
sus law for distributed bearing-only localization with different
frame orientations [16]. Nevertheless, an assumption is needed,
i.e., initial angles between any two local frames should be less
than π. This assumption may not be satisfied unless the nodes
are equipped with some extra sensors. Moreover, if the anchors
only know their own absolute locations and have no access to
the global orientation, then all these methods no longer work.

In this paper, we aim to overcome these difficulties and pro-
vide a novel scheme for bearing measurement based distributed
localization. That is to say, a sensor network under consider-
ation does not share a common sense of north and moreover
the communication topology between the nodes switches over
time. To address the localization problem under such a scenario,
our first effort is to establish linear equation constraints for the
coordinates of sensor nodes in the global coordinate frame by
using only local bearing measurements and local information
exchange in local coordinate systems. Our main idea is to let
each node use its own bearing and its neighbors’ bearing in-
formation to construct a similar configuration, although it is not
able to recover the true configuration by using bearing-only mea-
surements. Then linear equation constraints can be established
for the absolute coordinates by using the similarity property of
similar configurations, which overcomes the challenge due to
the absence of a global coordinate system. After obtaining the
linear equation constraints, the remaining challenge lies in the
aspect of finding an effective distributed algorithm under switch-
ing communication topology to ensure that all sensor nodes can
cooperatively solve the linear equations to get the absolute co-
ordinates of themselves. To overcome this difficulty, a Hermi-
tian matrix based iteration algorithm is proposed. Moreover, the
idea similar to persistent excitation is introduced, which plays
a key role in establishing convergence under switching com-
munication topologies. For the localization scheme proposed
in this paper, a sufficient graphical condition is also provided,
which requires each node to have at least two neighbors that
are mutually neighbors. Though the condition is necessary if a
node has exactly two neighbors, it may not be necessary if a
node has more than two neighbors. However, from the practical
viewpoint, if the sensor nodes have the ability to increase their
communication range, it may become always possible to make
the neighbors of every node also mutual neighbors.

To sum up, the main contributions of the paper are as
follows. (i) A distributed localization algorithm is proposed

Fig. 1. (a) Node 3 is 2-reachable from {1, 2}. (b) Node 3 is not 2-reachable
from {1, 2}.

under switching topologies. The algorithm requires no common
orientation for local frames, but ensures globally exponential
convergence. (ii) The distributed localization algorithm relies
on the establishment of linear equation constraints to construct
a complex Laplacian, which is novel. (iii) Graphical conditions
are obtained for switching topologies such that under the pro-
posed algorithm the estimates will converge to the true locations
exponentially.

The rest of the paper is organized as follows. Section II pro-
vides preliminaries to graph theory and formulates the localiza-
tion problem. Section III develops a new scheme for establishing
linear equation constraints about the absolute locations of the
sensor nodes. To make it clearer for understanding the basic idea,
fixed topologies are considered in Section IV. Then Section V
presents a distributed algorithm and provides convergence anal-
ysis for switching topologies. Simulation examples are given in
Section VI and conclusions are drawn in Section VII.

Notation: C represents the set of complex numbers. ι =√
−1 denotes the imaginary unit. 1n denotes the n-dimensional

vector of ones and In denotes the identity matrix of order n. For
a complex number c, |c| and c̄ represent the modulus and the
conjugate respectively. For a complex vector or matrix A, AT

and AH denote the transpose and conjugate transpose respec-
tively. rank(A) represents the rank of A.

II. PRELIMINARIES AND PROBLEM STATEMENT

A. Graph Theory

An undirected graph G = (V, E) consists of a node set V
of elements called nodes and an edge set E ⊆ V × V of pairs
of nodes called edges. For each node i ∈ V , let Ni = {j ∈ V :
(j, i) ∈ E} denote the set of its neighbors.

For a graph G, a complex Laplacian matrix L ∈ Cn×n is
defined as follows:

L(i, j) =

⎧
⎪⎪⎨

⎪⎪⎩

−wij if i �= j and j ∈ Ni

0 if i �= j and j �∈ Ni∑

k∈Ni

wik if i = j

where wij �= 0 is called the complex weight associated with
edge (j, i).

For a graph G = (V, E), a node v is said to be 2-reachable
from a set R ⊂ V if there exists a path from a node in R to
v after removing any other one node except v. Consider for
example the graphs in Fig. 1. In Fig. 1(a), let R = {1, 2} and it
is known that node 3 is 2-reachable from R as after removing
any other one node we are still able to find a path from a node
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Fig. 2. A dynamic graph G(k), for which node 3 is jointly 2-reachable from
{1, 2}.

in R to node 3. In Fig. 1(b), again let R = {1, 2}, but node 3 is
not 2-reachable from the set R as if we remove node 4, there is
no path from any node in R to node 3.

A dynamic graph G(k) = (V(k), E(k)) represents a graph
whose node set and edge set change over time. For a time
interval [k1 , k2 ] the union graph is defined as G([k1 , k2 ]) =
(
⋃

k∈[k1 ,k2 ] V(k),
⋃

k∈[k1 ,k2 ] E(k)). A node v is called jointly
2-reachable from R if there exists K > 0 such that for every
k, v is 2-reachable from R in the union graph G([k, k + K)).
An example is given in Fig. 2, for which node 3 is jointly 2-
reachable from the set {1, 2} since we can take K = 2 and
for any k the union graph G([k, k + K)) = G1 ∪ G2 , for which
node 3 is 2-reachable from {1, 2}.

A graph G is said to be connected if there is a path between
every pair of nodes. A dynamic graph G(k) is said to be jointly
connected if there exists K > 0 such that for every k, the union
graph G([k, k + K)) is connected.

For a graph G = (V, E) and a set R ⊂ V , the R-induced
graph in G is defined as Π = (R, E ∩ R×R).

A configuration of n nodes in C is defined by their coor-
dinates in C, denoted as p = [p1 , . . . , pn ]T ∈ Cn , where each
pi ∈ C for 1 ≤ i ≤ n. A framework is a graphG equipped with a
configuration p, denoted as F = (G, p). Two frameworks (G, p)
and (G, q) are called similar if

pi − pj = γeιθ (qi − qj ), ∀i, j ∈ V, (1)

where γ > 0 is a scaling factor and θ represents a rotation, and
we write (G, q) ∼ (G, p).

For a square matrix E ∈ Cn×n , the associated graph G(E)
consists of n nodes labeled 1 through n where an edge leads
from node j to node i (i �= j) if and only if the (i, j)th entry of
E is nonzero.

B. Problem Formulation

We consider a sensor network consisting of a set of anchor
nodes, whose absolute positions are already known, and sensor
nodes, which are to be localized. Suppose each sensor node can
acquire the bearing measurements of its neighboring nodes in
its local coordinate system.

Each sensor node i holds a local coordinate system Σi and
has no knowledge about the global coordinate system Σg . For
a node i, let pi denote its coordinate in Σg and let pj

i denote
its coordinate in Σj , where the superscript j for j = 1, . . . , n
is used throughout the paper to represent the value in local
coordinate system Σj . We use a complex number to represent

Fig. 3. An illustration for the bearing measurements.

pi instead of a two-dimensional vector in this paper. Note that
pi

i = 0.
We say node j is a neighbor of node i if and only if i can obtain

the bearing measurement about j, and j can communicate with
i. That is to say, node i can access the normalized vector

bi
ij =

pi
j − pi

i

|pi
j − pi

i |

in node i’s local coordinate system Σi .
Technically, we assume the following.
Assumption 2.1: The bearing measurements and the com-

munications are bidirectional.
Fig. 3 shows an illustration for the bearing measurements,

where node i can measure bi
ij about node j, and node j can

measure bj
ji about node i.

For a network of n nodes with bearing-only measurements,
at least two anchor nodes are needed for localization [14]. Thus,
without loss of generality, we assume that there are two anchor
nodes, whose coordinates in Σg are denoted by p1 , p2 ∈ C.
The coordinates of other sensor nodes in Σg are denoted by
p3 , . . . , pn ∈ C. Let pa = [p1 , p2 ]T , and ps = [p3 , . . . , pn ]T .
The following is a standing assumption.

Assumption 2.2: Assume that the sensor nodes do not over-
lap each other, i.e., pi �= pj , ∀i, j.

Communications between sensor nodes may fail from time
to time due to severe environmental factors. We use a dynamic
graph Ḡ(k) = (V, Ē(k)) to model the whole sensor network,
where V = A ∪ S with A = {1, 2} and S = {3, . . . , n}. Let
N̄i(k) be the set of the neighbors of node i in Ḡ(k). In other
words, (j, i) ∈ Ē(k) if and only if j ∈ N̄i(k). That is to say,
when (j, i) ∈ Ē(k), node i can access bi

ij , and node j can access

bj
ji , and they can exchange information between each other via

communication at time k.
Here we give some explanations about why the entire net-

works can be localized merely based on some local bearing
measurements and how it is different from localization with
bearing measurements in a global frame. Consider a simple ex-
ample as in Fig. 4 where node 1 and 2 are anchors and node 3
is a sensor node. If the bearing measurements are acquired in
the global coordinate system as in Fig. 4(a), then we are able to
uniquely determine the position of node 3 since the two lines
with specific bearing in the global frame and passing through
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Fig. 4. (a) Bearing measurements in the global coordinate system. (b) A con-
figuration with bearing measurements in local coordinate systems. (c) Different
orientation leads to a different configuration with the same bearing constraints
as in (b). (d) Connecting node 1 and 2 leads to the localizability with local
bearing measurements.

node 1 and 2 must intersect at a point. However, this is not true
when the orientations of the local frames are unknown. An ex-
ample is given in Fig. 4(b)–4(c), for which different orientations
lead to different configurations with both satisfying the bearing
constraints in the local frames. That is to say, with only bearing
measurements in the local frames, additional measurements are
required for localizability. For instance, if we add an edge be-
tween node 1 and 2 as shown in Fig. 4(d), then node 3 can be
localized since three angles in the triangle are determined.

The problem in this paper is described as follows. Given
a dynamic graph Ḡ(k) with the edge set Ē(k) indicating the
bearing measurements and communication topology in the net-
work, develop a distributed localization algorithm and explore
the graphical conditions for the whole network, which ensure
globally exponential convergence.

III. LINEAR EQUATION CONSTRAINTS

To solve the localization problem, our first step is to establish
some equation constraints in terms of the coordinates of all
sensor nodes. In this section, we aim to obtain such equation
constraints using the complex linear representation concerning
the coordinates in Σg for the sensor network. More specifically,
for each sensor node i, consider i along with its neighbors j ∈
N̄i . The goal is then to design complex weights wij ∈ C, j ∈
N̄i , with only bearing measurements in Σi and local information
exchange such that

∑

j∈N̄i

wij (pj − pi) = 0. (2)

However, note that pi and pj (j ∈ N̄i) are the coordinates in
Σg . Moreover, every node does not know the orientation of its
own local frame with respect to the global frame Σg . So it is
challenging to find complex weights wij ’s using bearing-only
measurements and local information exchange to establish the
formula (2). To overcome the difficulty, we will consider to con-
struct a similar framework, based on which a new approach will
be developed to find proper complex weights. This can be done
mainly due to the following reason. For a similar framework
(G, q) ∼ (G, p), from (1) we know that

∑

j∈N̄i

wij (qj − qi) = 0, ∀i

Fig. 5. An illustration for the relationship between different frames.

implies
∑

j∈N̄i

wij (pj − pi) = 0, ∀i.

In the following, we develop a sensing-plus-communication
scheme to construct a similar framework and then compute com-
plex weights, which are divided into three steps.

Step A1: Compute relative orientations of local frames.
Let δij be the angle between bi

ij and the real axis of Σi , and

δji be the angle between bj
ji and the real axis of Σj . Denote αi

and αj the angle between the local frame Σi ,Σj and the global
coordinate system Σg , respectively (Fig. 5).

Define the relative orientation as αji := αj − αi . Then, for
node i, the relative orientation αji can be calculated based on
bi
ij measured by onboard sensors and bj

ji transmitted from its
neighbor node j. That is,

eιαj i = eι(δi j −δj i +π ) =
bi
ij

bj
j i

eιπ . (3)

Step A2: Compute complex weights regarding two neighbors.
Consider node i with its two neighbors j and l. Let G3

represent the complete graph with node set {i, j, l}. Let p′ =
[pi, pj , pl ]T . If node j and node l are mutual neighbors, and
i, j and l are not collinear, then node i can construct a frame-
work (G3 , q

′) with q′ = [qi, qj , ql ]T , which is similar to (G3 , p
′).

The procedure of constructing a similar framework (G3 , q
′) is

as follows.
Notice that node i can access bi

ij and bi
il via local sensing,

and can obtain bj
j l and bl

lj through communication. Based on
(3) in Step A1, node i can compute bi

j l and bi
lj according to the

following formula

bi
j l = eιαj i bj

j l , and bi
lj = eιαl i bl

lj .

We then construct a similar framework (G3 , q
′) by setting qi = 0

and qj = bi
ij , and solving ql from the following formula

{
Re[ιbi

il(ql − qi)] = 0,
Re[ιbi

j l(ql − qj )] = 0. (4)

The equality (4) holds since we aim to obtain ql satisfying

(ql − qi) ⊥ ιbi
il , (ql − qj ) ⊥ ιbi

j l ,



LIN et al.: DISTRIBUTED LOCALIZATION FOR 2-D SENSOR NETWORKS WITH BEARING-ONLY MEASUREMENTS 6349

Fig. 6. An illustration for node i with two neighbors j and l.

where ιbi
j l means rotating bi

j l by 90 degrees counterclockwise.
See Fig. 6 as an illustration.

After node i knows (qi, qj , ql), it can simply choose wij and
wil to satisfy

wij (qj − qi) + wil(ql − qi) = 0.

Due to (1), the same complex weights also make the following
holds

wij (pj − pi) + wil(pl − pi) = 0.

Step A3: Compute complex weights regarding more than two
neighbors.

For the case that node i has more than two neighbors, we
choose a combination of two neighbors from N̄i , say j and l.
If j and l are mutual neighbors, and i, j and l are not collinear,
then according to Step A2, we are able to find complex weights
w

(r)
ij and w

(r)
il to satisfy

w
(r)
ij (pj − pi) + w

(r)
il (pl − pi) = 0

where r enumerates the possible combinations of any two neigh-
bors from N̄i . Then we take a random complex coefficient γr

for each r to combine all these representations, that is,

w′
ij =

∑

r

γrw
(r)
ij for j ∈ N̄i .

At last, node i normalizes the complex weights. That is,

w′
ii = −

∑

j∈N̄i

w′
ij , wij = w′

ij /

n∑

k=1

|w′
ik | for any j.

Thus, the complex weights wij , j ∈ N̄i , are found to satisfy
∑

j∈N̄i

wij (pj − pi) = 0. (5)

We summarize the above results to give an algorithm of com-
puting complex weights wij for node i. The pseudo code is
given in Algorithm 1.

Remark 3.1: Each node executes Algorithm 1 in a distributed
way. That is, each node only requires its own bearing measure-
ments about its neighbors and some bearing measurement in-
formation from its neighbors via communication. It is worth to
emphasize that Algorithm 1 works for all networks. �

Remark 3.2: According to the normalization step we know
that

∑n
j=1 |wij | = 1, which ensures the infinity norm of the

resulted matrix to be one. �

Fig. 7. A simple example with graph Ḡ.

Algorithm 1: Compute Complex Weights wij for Node i.

Input: The measurement bi
ij for j ∈ N̄i ; The measurement

bj
j l for j, l ∈ N̄i and (l, j) ∈ Ē .

Output: wij , j ∈ N̄i .
1: Set m = 0;
2: Set w

(m )
ij = 0 for j ∈ N̄i ;

3: while there is still a combination of two neighbors in
N̄i that have not been selected before do

4: Choose a combination of two neighbors from N̄i ,
say j and l;

5: if node j and l are mutual neighbors, and i, j and l
are not collinear then

6: (1) Update m := m + 1;
7: (2) Compute the weights w

(m )
ij , w

(m )
il of i with

respect to j and l based on Steps A1-A2;
8: (3) Set w

(m )
is = 0 for s ∈ N̄i − {j, l};

9: end if
10: end while
11: Choose random complex coefficients γ1 , . . . , γm ;
12: Compute w′

ij =
∑m

r=1 γrw
(r)
ij for j ∈ N̄i ;

13: Compute w′
ii = −

∑
j∈N̄i

w′
ij ;

14: return wij = w′
ij /

∑n
k=1 |w′

ik | for any j ∈ N̄i .

In the following, we use a simple example in Fig. 7 to demon-
strate how Algorithm 1 calculates the complex weights. In the
example, the nodes in red are anchors while the nodes in blue
are sensor nodes. Each node has its own local coordinate system
as shown in the figure. The absolute coordinates in this case are

p1 = 5 + 5ι, p2 = 10 + 5ι, p3 = 7 + ι, p4 = 9 + 1.5ι.

We take node 3 for example. Notice that nodes 1, 4 ∈ N̄3 and
they are mutual neighbors. Then node 3 can compute w1

31 and
w1

34 based on Steps A1-A2. To be specific, node 3 measures

b3
31 = −0.6635 + 0.7482ι, b3

34 = 0.8743 + 0.4854ι
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and obtain the following bearing information via communica-
tion

b1
13 = 0.4472 − 0.8944ι, b1

14 = 0.7526 − 0.6585ι,

b4
41 = −0.3225 + 0.9466ι, b4

43 = −0.9614 + 0.2750ι.

The next step is to convert the received bearing information to
the ones in node 3’s local frame. For example, b1

13 is converted
into b3

13 according to the following formula:

b3
13 =

b3
31

b1
13

eιπ b1
13 = 0.6635 − 0.7482ι.

Similar, all the others can be obtained in the same way. That is,

b3
14 = 0.8974 − 0.4413ι,

b3
41 = −0.8974 + 0.4413ι,

b3
43 = −0.8743 − 0.4854ι.

Then we construct a similar configuration by setting q3 = 0
and q1 = b3

31 = −0.6635 + 0.7482ι and by solving q4 from the
following formula

{
Re[ιb3

34(q4 − q3)] = 0
Re[ιb3

14(q4 − q1)] = 0

By solving the above equations, we get q4 = 0.4030 + 0.2237ι.
Next, node 3 choose w1

31 and w1
34 to satisfy

w1
31(q1 − q3) + w1

34(q4 − q3) = 0.

That is,

w1
31 = −0.1000 − 0.2000ι, w1

34 = −0.4706 + 0.1176ι.

Moreover, since 2, 4 ∈ N̄3 and they are mutual neighbors,
node 3 can also obtain

w2
32 = 0.1200 − 0.1600ι, w2

34 = −0.4706 + 0.1176ι.

Choose γ1 = 0.5 and γ2 = 0.5. Then

w′
31 = γ1w

1
31 = −0.0500 − 0.1000ι,

w′
32 = γ2w

2
32 = 0.0600 − 0.0800ι,

w′
34 = γ1w

1
34 + γ2w

2
34 = −0.4706 + 0.1176ι.

and

w′
33 = −w′

31 − w′
32 − w′

34 = 0.4606 + 0.0624i.

At last, node 3 normalizes the complex weights as

w31 = −0.0430 − 0.0861ι,

w32 = 0.0517 − 0.0689ι,

w34 = −0.4051 + 0.1013ι.

Remark 3.3: Notice that for almost all randomly chosen
complex coefficients γ1 , . . . , γm , w

(r)
ij �= 0 for some r implies

that wij �= 0. �
From Algorithm 1 we know that if nodes i and j (j ∈ N̄i)

do not have a common neighbor, then wij will be zero. We then
consider a new graph G(k) = (V, E(k)), where E(k) is a subset
of Ē(k), such that (j, i) ∈ E(k) if and only if wij �= 0. Indeed,

Fig. 8. (a) Graph Ḡ. (b) Graph G. (c) Graph Π3 .

(j, i) ∈ E(k) if and only if node i and node j have at least one
common neighbor in Ḡ(k). LetNi(k) be the set of the neighbors
of node i in G(k).

We rewrite (5) into the matrix form as

L(k)p = 0,

where L(k) is the complex Laplacian with the complex weights
chosen by Algorithm 1. Then we obtain the following complex
linear representation regarding the coordinates in Σg of all the
sensor nodes

L(k)p =
[

0 0
La(k) Ls(k)

] [
pa

ps

]

= 0, (6)

which leads to

La(k)pa + Ls(k)ps = 0. (7)

Notice that there is an edge (j, i), i �= j, in G(k) at k if and only
if the (i, j)th entry of L(k), i.e., −wij (k), is nonzero at time
instant k.

Moreover, we introduce the node-i-neighbor-induced graph
Πi(k) for each sensor node i, which is the Ni(k)-induced graph
in G(k), i.e., Πi(k) = (Ni(k), E(k) ∩Ni(k) ×Ni(k)).

Take Fig. 8 as an example. A graph Ḡ is shown in Fig. 8(a) with
N̄3 = {1, 2, 4, 5, 6}. By Algorithm 1, graph G is constructed in
Fig. 8(b) with N3 = {1, 2, 5, 6}. As a result, Π3 is presented in
Fig. 8(c).

However, assume that no sensor can act as a centralized node
to obtain all the information in (7). Then a distributed algorithm
is needed for each sensor node to solve (7) in parallel, which will
be developed in next section. The convergence of the distributed
algorithm depends on G(k) and Πi(k).

IV. DISTRIBUTED ALGORITHM FOR FIXED TOPOLOGIES

To make it clearer for understanding the basic idea, in this
section we treat fixed topologies firstly.

A. Localizability Condition

Considering fixed topologies, the equality (7) becomes

Lapa + Lsps = 0, (8)

which indicates that ps can be solved uniquely if and only if Ls

is nonsingular, i.e.,

ps = −L−1
s Lapa .

Then it results in two problems. One is that under what graphical
conditions, Ls is nonsingular. The other is how to solve (8) in a
distributed manner.
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Fig. 9. An example to show that L(3, :) may not span an (n3 − 1)-
dimensional linear subspace.

We first present a sufficient graphical condition such that Ls

is nonsingular.
Theorem 4.1: For almost all randomly chosen complex co-

efficients γ1 , . . . , γm in Algorithm 1, the sensor network is lo-
calizable by solving (8) if the following two conditions hold

1) every sensor node is 2-reachable from A in G,
2) the node-i-neighbor-induced graph Πi is connected for

every sensor node i.
The proof of Theorem 4.1 needs several lemmas. We denote

by L(G) the set of all Laplacian matrices with nonzero weights
on the edges in G. Let R be a subset of V and let LR be the sub-
matrix of L ∈ L(G) with the rows and columns corresponding
to nodes in R crossed out. The following lemma provides the
relationship between the determinant of LR and the connectivity
of G.

Lemma 4.1: Consider ξ ∈ Cn satisfying that ξi �= ξj , ∀i, j.
The following two are equivalent.

1) Let R = {1, 2} and every node in V −R is 2-reachable
from R.

2) For almost all1 L ∈ {L ∈ L(G) : Lξ = 0}, the determi-
nant of LR is distinct from zero.

The proof of Lemma 4.1 is given in the Appendix.
Remark 4.1: We now give more explanations about the “al-

most all” property in Lemma 4.1. Denote ni = |Ni | and denote
the i-th row of L by L(i, :). We can know that there are ni + 1
nonzero entries in L(i, :). Also with the fact that L(i, :)1 = 0
and L(i, :)ξ = 0, it is known that L(i, :) can span an (ni − 1)-
dimensional linear subspace. This means that if L(i, :) is ran-
domly taken from the (ni − 1)-dimensional linear subspace for
all i, then the “almost all” property in Lemma 4.1 implies that for
such an L, the determinant of LR must not be zero in probabil-
ity one. However, if L(i, :) can only be taken from a subspace
of dimension less than ni − 1, then the “almost all” property
in Lemma 4.1 may not guarantee that such an L has non-zero
det(LR). An example is given in Fig. 9. For the case in Fig. 9(a),
by Algorithm 1 we can obtain

L(3, :) =
[

γ1w
(1)
31 γ1w

(1)
32 ∗ γ2w

(2)
34 γ2w

(2)
35

]
,

1Here “for almost all” parameter values is to be understood as “for all param-
eter values except for those in some proper algebraic variety in the parameter
space”. The proper algebraic variety for which a property is not true is the zero
set of some nontrivial polynomial with real coefficients in the parameters. A
proper algebraic variety has Lebesgue measure zero [24]. Here “for almost all
L” means “for almost all weights used to construct L”.

which lies in a 2-dimensional linear subspace. For the case in
Fig. 9(b), similarly, we get

L(3, :)=
[

γ1w
(1)
31 γ1w

(1)
32 +γ2w

(2)
32 ∗ γ2w

(2)
34 +γ3w

(3)
34 γ3w

(3)
35

]
,

which lies in a 3-dimensional linear subspace. So whether
L(i, :)’s constructed by Algorithm 1 span (ni − 1)-dimensional
linear subspace depends on the connectivity of Πi . �

The following lemma describes the relationship between the
node-i-neighbor-induced graph Πi and the dimension of the lin-
ear subspace formed by L(i, :) with all possible weights chosen
by Algorithm 1.

Lemma 4.2: With the weights computed by Algorithm 1,
L(i, :) can span an (ni − 1)-dimensional linear subspace if Πi

is connected.
The proof of Lemma 4.2 is given in the Appendix.
We are now ready to present the proof for Theorem 4.1.
Proof of Theorem 4.1: Suppose that in G, every sensor node

is 2-reachable from A, and Πi is connected for all i. It follows
from Lemma 4.1, Remark 4.1 and Lemma 4.2 that

det (Ls) �= 0.

Hence, ps can be solved uniquely from (8). �
Remark 4.2: The graphical condition in Theorem 4.1 also

implies infinitesimal bearing rigidity. This is because infinites-
imal bearing rigidity is necessary and sufficient with global
bearing measurements [17]. As shown in Section II, compared
with global bearing measurements, more edges should be added
to the graph such that the network can be localizable with only
local bearing measurements. �

B. Distributed Algorithm

In this subsection, we will propose a distributed algorithm for
each sensor node to solve (8).

Let wij ’s be the complex weights designed in Section III
and let w̄ij be the conjugate of the complex number wij . We
propose the following iterative algorithm for each sensor node
i = 3, . . . , n,

p̂i(k + 1) = p̂i(k) − ε
∑

j∈Ni

w̄ij θi(k) + ε
∑

j∈Ni

w̄j iθj (k) (9)

where p̂i is the estimate of pi for node i and

θi(k) = −
∑

j∈Ni

wij (p̂j (k) − p̂i(k)).

In the above iterative update, ε is a positive scalar that satisfies

0 < ε < 2/λmax(LH
s Ls),

where λmax(LH
s Ls) represents the maximum eigenvalue of

LH
s Ls .
The following theorem shows that p̂i will converge to pi .
Theorem 4.2: Suppose that Ls is nonsingular. Under dis-

tributed algorithm (9), every p̂i(k) is exponentially convergent
to pi .

Proof: Denote by p̂ the aggregated vectors of all p̂i’s. We
can write (9) in the matrix form as

p̂s(k + 1) =
(
I − εLH

s Ls

)
p̂s(k) − εLH

s Lapa . (10)
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Algorithm 2: Distributed Implementation for the Iteration
(9).

1: Each node i computes complex weights wij for
j ∈ N̄i ;

2: Each node i transmits wij to its neighbors j ∈ Ni ;
3: Each node i receives wji from its neighbors j ∈ Ni

and then computes li :=
∑

j∈Ni
|wji |;

4: Each node i computes ‖Ls‖1 = maxi li by the
maximum consensus algorithm;

5: Each node i chooses the parameter ε = 1/‖Ls‖1 ;
6: Each node i transmits its own estimate p̂i to its

neighbors j ∈ Ni ;
7: Each node i receives p̂j from its neighbors j ∈ Ni and

then computes θi = −
∑

j∈Ni
wij (p̂j − p̂i);

8: Each node i transmits w̄ij θi to its neighbors j ∈ Ni ;
9: Each node i receives w̄jiθj from its neighbors j ∈ Ni

and then updates p̂i=p̂i−ε
∑

j∈Ni (k) w̄ij θi+ε
∑

j∈Ni

w̄j iθj ;
10: Go back to 6.

Do the coordinate transformation p̃s(k) = p̂s(k) − ps and apply
the fact that εLH

s Lapa = −εLH
s Lsps . We derive that

p̃s(k + 1) =
(
I − εLH

s Ls

)
p̃s(k). (11)

Since Ls is nonsingular, LH
s Ls is positive definite and the

eigenvalues of LH
s Ls are all real. It follows from 0 < ε <

2/λmax(LH
s Ls) that all the eigenvalues of I − εLH

s Ls lie in
the open unit disk. Thus, every p̂i(k) is exponentially conver-
gent to pi . �

In what follows, we give the distributed implementation of
the iteration (9). Notice that λmax(LH

s Ls) ≤ ‖Ls‖1‖Ls‖∞. By
Remark 3.2 we know that ‖Ls‖∞ ≤ 1. Thus, it remains to
choose ε satisfying ε < 2/‖Ls‖1 . Since each sensor node i is
able to obtain the entries in the i-th column of Ls from its
neighbors through communication, ‖Ls‖1 can be computed for
each node in finite time by the maximum consensus algorithm
[25]. Then the iteration (9) can be implemented in a distributed
manner as described in Algorithm 2.

C. Sensitivity Analysis

In this subsection, we will present sensitivity analysis for the
proposed localization scheme.

Considering the noises in the bearing measurements, the lo-
calization algorithm (10) becomes

p̂s(k + 1) =
(
I − εL̂H

s L̂s

)
p̂s(k) − εL̂H

s L̂apa (12)

where L̂a and L̂s are the corresponding matrices obtained ac-
cording to Algorithm 1. Denote Δa and Δs the error matrices
due to the measurement noises and write L̂a = La + Δa and
L̂s = Ls + Δs .

It is true that if L̂s is nonsingular, then the final estimate of
(12) is given by

p̂∗s = −L̂−1
s L̂apa .

We then give an upper bound for ‖Δs‖ to ensure the nonsin-
gularity of L̂s .

Theorem 4.3: Suppose that Ls is nonsingular. The matrix L̂s

is nonsingular if Δs satisfies

‖Δs‖ <
√

λmin(LH
s Ls),

where λmin(LH
s Ls) represents the smallest eigenvalue of LH

s Ls .
Proof: Notice that ‖Δs‖ <

√
λmin(LH

s Ls) = 1/‖L−1
s ‖,

which further implies ‖L−1
s Δs‖ ≤ ‖L−1

s ‖‖Δs‖ < 1. Thus the
matrix I + L−1

s Δs is nonsingular. Hence, L̂s = Ls + Δs =
Ls(I + L−1

s Δs) is nonsingular. �

V. DISTRIBUTED ALGORITHM FOR SWITCHING TOPOLOGIES

In this section we consider the distributed localization prob-
lem under switching topologies.

A. Localizability Condition

Recall the linear equation constraints (7), i.e.,

La(k)pa + Ls(k)ps = 0.

Although Ls(k) may change over time and may become singular
at some time, it is still possible for each node to solve (7) if
the sum of Ls(k) across a time interval is nonsingular. To be
specific, from

m∑

k=1

La(k)pa +
m∑

k=1

Ls(k)ps = 0

we can attain

ps = −
(

m∑

k=1

Ls(k)

)−1 m∑

k=1

La(k)pa .

However, this property should be persistently satisfied over the
whole time horizon. From this perspective we present the fol-
lowing sufficient graphical condition, under which the sensor
network is localizable.

Theorem 5.1: For almost all randomly chosen complex co-
efficients γ1 , . . . , γm in Algorithm 1, the sensor network is lo-
calizable by solving (7) if the following two conditions hold

1) every sensor node is jointly 2-reachable from A in G(k),
2) the node-i-neighbor-induced graph Πi(k) is jointly con-

nected for every sensor node i.
The proof of Theorem 5.1 is given in the appendix.

B. Distributed Algorithm

To solve (7) in a distributed way, we consider the following
iterative algorithm for each sensor node i = 3, . . . , n,

p̂i(k + 1) = p̂i(k) − ε(k)
∑

j∈Ni (k)

w̄ij (k)θi(k)

+ ε(k)
∑

j∈Ni (k)

w̄ji(k)θj (k) (13)
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Algorithm 3: Distributed Implementation for the Iteration
(13).

1: Each node i computes complex weights w
(c)
ij for

j ∈ N̄ (c)
i ;

2: Each node i transmits rij := maxc |w(c)
ij | to its

neighbors j ∈ Ni ;
3: Each node i receives rji from its neighbors j ∈ Ni and

then computes li :=
∑

j∈Ni
rj i ;

4: Each node i computes maxi li by the maximum
consensus algorithm;

5: Each node i chooses the parameter ε = 1/maxi li ;
6: Each node i selects complex weights wij (k) at each k

by the look-up table method;
7: Each node i transmits its own estimate p̂i to its

neighbors j ∈ Ni(k);
8: Each node i receives p̂j from its neighbors j ∈ Ni(k)

and then computes θi = −
∑

j∈Ni (k) wij (k)(p̂j − p̂i);
9: Each node i transmits w̄ij (k)θi to its neighbors

j ∈ Ni(k);
10: Each node i receives w̄ji(k)θj from its neighbors

j ∈ Ni(k) and then updates p̂i = p̂i − ε
∑

j∈Ni (k)
w̄ij (k)θi + ε

∑
j∈Ni (k) w̄ji(k)θj ;

11: Go back to 6.

where

θi(k) = −
∑

j∈Ni (k)

wij (k)(p̂j (k) − p̂i(k)).

In the above iterative update, ε(k) is a positive scalar that satisfies

0 < ε(k) ≤ 1/λmax(LH
s (k)Ls(k)).

Next we present the convergence analysis for the proposed
algorithm (13).

Theorem 5.2: For almost all randomly chosen complex co-
efficients γ1 , . . . , γm in Algorithm 1, under the distributed
algorithm (13), every p̂i(k) is exponentially convergent to pi

if the graphical conditions in Theorem 5.1 hold.
The proof of Theorem 5.2 is given in the Appendix.
Next we consider the distributed implementation of the it-

eration (13). Note that switching topologies are used to model
possible link failures. Thus, each node i is able to know all
its possible sub-neighbor-set N̄i(k) ⊂ N̄i , based on which each
node can compute the complex weights for each combination of
its neighbors, denoted by N̄ (c)

i where c enumerates all the possi-
ble sub-neighbor-set. For each possible sub-neighbor-set, node i

can calculate w
(c)
ij for j ∈ N̄ (c)

i . Then each node takes ε(k) the
same value ε that satisfies 0 < ε ≤ 1/λmax(LH

s (k)Ls(k)) for
all k. To be specific, the implementation of (13) in a distributed
way is described in Algorithm 3.

Remark 5.1: Here we give a brief discussion for sensitivity
analysis of Algorithm (13). Notice that

p̂s(k + 1) =
(
I − εL̂H

s (k)L̂s(k)
)

p̂s(k) − εL̂H
s (k)L̂a(k)pa

Fig. 10. A periodic switching graph Ḡ(k) that switches between Ḡ1 and Ḡ2 .

where L̂a(k) = La(k) + Δa(k) and L̂s(k) = Ls(k) + Δs(k).
When measurement noises exist, the resulting switching system
may have multiple equilibria. Thus, the error system can be
written as

p̃s(k + 1) =
(
I − εL̂H

s (k)L̂s(k)
)

p̃s(k)

+ εL̂H
s (k)L̂s(k)p̃∗s(k),

where p̃s = p̂s − ps and p̃∗s = p∗s − ps . Moreover, p∗s(k) satis-
fies L̂a(k)pa + L̂s(k)p∗s(k) = 0. Note that εL̂H

s (k)L̂s(k)p̃∗s(k)
is bounded and the system

p̃s(k + 1) =
(
I − εL̂H

s (k)L̂s(k)
)

p̃s(k),
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Fig. 11. Comparison of convergence speed with λm in (εLH
s1Ls1 +

εLH
s2 Ls2 ) = 0.0079, 0.0219 and 0.0537, which shows that larger

λm in (εLH
s1 Ls1 + εLH

s2 Ls2 ) indicates faster convergence.

Fig. 12. A configuration of sensor network of 2 anchor nodes and 75 sensor
nodes, where the anchor nodes are represented by red circles while the others
are sensor nodes. The lines between pairs of nodes indicate that the bearing
measurements are available for these pairs.

is exponentially stable. Then p̃s will converge to a region that
contains all p̃∗s(k). That is to say, the estimates will converge to
a region nearby the true locations. �

VI. SIMULATION

In this section, we provide two simulation results to validate
our results.

A. Performance Influenced by Complex Weights

In this subsection, we use a toy example to demonstrate the
effect of different complex weights on the performance of the
algorithm. Consider a network consisting of 8 nodes. The an-
chor nodes are labeled by 1 and 2. The remaining nodes are

Fig. 13. (a) The estimates obtained from the algorithm (9) perfectly matches
the true positions, where the red stars represent the estimates while the blue
circles are the true locations. (b) The estimates obtained by the algorithm in
[17] do not match the true positions as the algorithm may diverge when the
local frames do not have a common orientation as the global one.

sensor nodes to be localized. In the simulation, suppose that the
absolute coordinates for the nodes are

p = [4 + 35ι, 43 + 47ι, 36 + 76ι, 40 + 20ι,

20 + 72ι, 72 + 60ι, 69 + 37ι, 9 + 25ι]T ,

and consider the graph Ḡ(k) that switches between Ḡ1 and Ḡ2
as shown in Fig. 10.

By taking K = 2, it is known that G([k, k + K)) = G1 ∪
G2 , and it can be checked that every sensor node is jointly 2-
reachable from A in G1 ∪ G2 . It also can be checked that Πi(k)
is jointly connected with K = 2.

Denote Ls1 and Ls2 the computed matrices corresponding
to G1 and G2 , respectively. Notice that both Ls1 and Ls2 are
singular, which means that for each subsystem the estimate
will not converge to the true absolute coordinate. However,
if two subsystems switch between each other, then under the
proposed algorithm the estimate eventually converges since
Ls1 + Ls2 is nonsingular. Next we carry out a simulation to
demonstrate the effect of the eigenvalues of εLH

s1Ls1 + εLH
s2Ls2

on the convergence speed. A simulation result is shown in
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Fig. 11, for which three parameters with λmin(εLH
s1Ls1 +

εLH
s2Ls2) = 0.0079, 0.0219 and 0.0537 are considered. The es-

timation error ratio ‖p̂s(k) − ps‖/‖p̂s(0) − ps‖ is plotted for
each case. From the simulation result we can see that larger
λmin(εLH

s1Ls1 + εLH
s2Ls2) indicates faster convergence.

B. Comparison with Localization Algorithms Needing the
Global Frame

In this subsection, we compare the proposed algorithm (9)
with the approach in [17].

Consider a large network with 2 anchor nodes and 75 sensor
nodes. Each node holds its local coordinate system. Consider a
graph Ḡ, for which an edge in Ē indicates that the corresponding
two nodes can obtain the bearing measurements and communi-
cation with each other. The configuration is plotted in Fig. 12, in
which the anchor nodes are represented by red cycles while the
others are sensor nodes. The lines between pairs of nodes in the
figure indicate that the bearing measurements are available for
these pairs. Each sensor node computes the complex weights
wij ’s by Algorithm 1 and a new graph G is resulted, in which
every sensor node is 2-reachable from the anchor set, and Πi is
connected.

A simulation result with the estimates of sensor locations ob-
tained is shown in Fig. 13. The red stars represent the estimates
while the blue circles are the true locations. Fig. 13(a) shows
that the estimates perfectly match the true positions of the sensor
nodes by algorithm (9). However, the algorithm in [17] diverges
for this simulated scenario as we can see from Fig. 13(b) since
a key assumption in [17] is that the orientations of all the local
coordinate systems should be consistent with the orientation of
the global coordinate system.

VII. CONCLUSION

This paper studies the distributed localization problem for a
large sensor network in the plane with bearing-only measure-
ments. In this paper, we utilize complex numbers to represent
node i’s estimate p̂i and the coordinate pi in the global frame
instead of two-dimensional vectors. The main idea is that each
node i drives

∑
j∈Ni

wij (p̂j − p̂i) to zero, where the complex
weights wij ’s can be computed in node i’s local coordinate sys-
tem by constructing a similar framework. In this way, the global
frame is no longer required. Furthermore, by using complex
weights we attain the complex linear representation concerning
the absolute locations for the sensor network. However, for the
complex Laplacian L, in general wij is not equal to w̄ji , i.e., L
is not Hermitian. Also the value wij will change over time due
to switching topologies. To overcome the difficulty in design-
ing the distributed algorithm and analyzing the convergence, we
introduce an auxiliary state and an idea similar to persistent ex-
citation is developed to show the convergence of the algorithm
under switching topologies. Moreover, graphical conditions en-
suring globally exponential convergence is obtained.

Many interesting problems deserve further investigation. One
problem is to design localization distributed algorithm for sens-
ing networks that only have unidirectional sensing and commu-
nication capability. Under such a setup, two issues need to be
taken into consideration. First, for each node, how to construct

Fig. 14. A path graph with with its terminal nodes labeled as 1 and 2.

similar frameworks to compute complex weights. Second, to
acquire a Hermitian matrix, auxiliary states θj from i’s out-
neighbors j need to be transmitted back to i. This paper consid-
ers undirected topologies, i.e., neighbors are also out-neighbors.
However, for unidirectional case, θj cannot be transmitted di-
rectly from j to i. So extra edges may need for information
exchange and the graphical conditions ensuring global conver-
gence will be different. Another problem is to consider noisy
measurements. Belief propagation based algorithms can take
into account uncertainty of the measurements and estimate the
posterior probability density function of the positions of all un-
known nodes [26], [27]. It may become feasible by combining
the method in this paper with BP based algorithms such that the
localization problem can be solved in the probability framework.

APPENDIX

We introduce a lemma before proving Lemma 4.1.
Lemma A.1 ([28]): Consider a framework (G, ξ), where G

is a path graph of n nodes with its terminal nodes labeled as 1
and 2 (Fig. 14). If ξi �= ξj for i �= j, then there exists a complex
Laplacian matrix L ∈ L(G)

[
A2×2 B2×(n−2)

C(n−2)×2 D(n−2)×(n−2)

]

such that D is of rank n − 2.
Proof of Lemma 4.1: (1) =⇒ (2) For a graph G, denote the

subset byR0 := R = {1, 2} and every other node is 2-reachable
from R0 . Choose a node i not in R0 and then we can find two
disjoint paths from 1 to i and from 2 to i. Denote the set of
nodes in these two paths excluding the nodes in R0 by R1 and
let n1 = |R1 |. Relabel the nodes in R1 from 3 to n1 + 2. Next
we choose another node j �= i not in R0 ∪R1 . Also, there must
exist two disjoint paths from two different nodes in R0 ∪R1 to
node j, for which only the two terminal nodes are in R0 ∪R1 .
Denote the set of nodes in these two paths excluding the nodes
in R0 ∪R1 by R2 and let n2 = |R2 |. Then relabel these nodes
from n1 + 3 to n1 + n2 + 2. Repeat the procedure until all the
nodes are included. It is certain that

∑

i

ni + 2 = n.

Take the graph G′ with only edges included in the above pro-
cedure. And G′ is a subgraph of G with the same node set.
Notice that if a node i in Rm 1 is also a terminal node of some
paths in Rm 2 for some m2 > m1 , i already has two neighbors
in

⋃
k=0,...,m 1

Rk . So we can select 0 for the complex weight
wij where i ∈ Rm 1 and j ∈ Rm 2 with m2 > m1 . Thus, for the
Laplacian L′ corresponding to G′, it is obtained

L′
R0

=

⎡

⎢
⎢
⎣

L1 0 0 0
∗ L2 0 0
∗ ∗ L3 0
· · · · · · · · · · · ·

⎤

⎥
⎥
⎦
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where Li is the corresponding block to the the subgraph induced
by Ri in G′. By the procedure for construction, it is known
that nodes in Ri together with the two terminal nodes form
a path graph. Thus, according to Lemma A.1 we attain that
rank(Li) = ni and

rank(L′
R0

) =
∑

i=1,...,

rank(Li) =
∑

i=1,...,

ni = n − 2.

Note that L′ can be considered as a Laplacian matrix of graph
G for a special choice of weights with some weights being 0.
Hence, by utilizing the fact that either a polynomial is zero or
it is not zero almost everywhere, it follows that for almost all
L ∈ {L ∈ L(G) : Lξ = 0}, LR is distinct from zero.

(2) ⇐= (1) We prove it in a contrapositive way. Suppose
that there exists a node i /∈ R such that after deleting any other
node, without loss of generality say {1}, i is not reachable
from R. Denote U the set of nodes not in R. So all the nodes
in U are not reachable from R after removing {1}. Denote
Ū = V − U − {1}. It follows that there is no edge from any
node in Ū to any node in U . Thus by relabeling the nodes in U
and Ū in a consecutive way respectively, the matrix L can be
transformed to the following form by a permutation matrix P ,
that is,

PLPT = L′ =

⎡

⎣
L11 L12 L13
L21 L22 0
L31 L32 L33

⎤

⎦ ,

where the rows and columns in L11 correspond to nodes {1},
the rows and columns in L22 correspond to the nodes in U , and
the rows and columns in L33 correspond to the nodes in Ū . Thus,

[
L21 L22 0

]
1 = 0,

[
L21 L22 0

]
Pξ = 0.

Therefore,
[
L21 L22 0

]
is not of full row rank, which means

det(LR) = 0 for any L ∈ {L ∈ L(G) : Lξ = 0, Lζ = 0, Lη =
0}. �

Proof of Lemma 4.2: According to Algorithm 1 and the def-
inition of graph Πi , an edge (j, l) ∈ Πi indicates that the infor-
mation from node j and l are used to compute w

(r)
ij and w

(r)
il .

Now we start with any edge in Πi , say (i1 , i2). Then we
compute w

(1)
ii1

and w
(1)
ii2

. Continually, we can find another node,
say i3 , which is connected to {i1 , i2} since Πi is connected.
That is, edge (i3 , ia) ∈ Πi for either ia = i1 or ia = i2 . Thus,
nonzero w

(2)
ii3

and w
(2)
iia

are obtained. Again, there must exist a
node, say i4 , which is connected to {i1 , i2 , i3}. That is, edge
(i3 , ia) ∈ Πi for either ia = i1 , ia = i2 , or ia = i3 . So w

(3)
ii4

are w
(3)
iia

are calculated. Continuing in this way, since i has
ni neighbors we can get ni − 1 linearly independent vectors.
Thus, with such construction of L(i, :) by Algorithm 1, if Πi is
connected, then L(i, :) can span the (ni − 1)-dimensional linear
subspace. �

Proof of Theorem 5.1: Suppose the graph G(k) switches at
k0 = 0, k1 , k2 , . . .. We are always able to find a τM large enough
such that

ki+1 − ki ≤ τM for all i = 0, 1, 2, . . .

If after some time there is no more switching, we can partition
[ki, ki+1) artificially.

Fig. 15. An example for switching instants.

Suppose now every sensor node is jointly 2-reachable from
A and Πi(k) is jointly connected. Then by the definitions there
exits K > 0 such that for all k in the union graph G([k, k +
K)) every sensor is 2-reachable from A, and the union graph
Πi([k, k + K)) is connected.

Let

δ = K + 1.

For any k, without loss of generality, let

k ∈ [km , km+1 − 1], and k + δ − 1 ∈ [kh , kh+1 − 1].

Take Fig. 15 as an example. In the example, k = 3 and K = 6.
As a result, k ∈ [k1 , k2 − 1], and k + δ − 1 ∈ [k3 , k4 − 1].

Define

B(k) := L(km ) + · · · + L(kh).

For almost all randomly chosen complex coefficients
γ1 , . . . , γm ,

L(kl)(i, j) �= 0, l = m, . . . , h

implies

B(k)(i, j) �= 0.

It means that

G(B(k)) = G(L(km )) ∪ · · · ∪ G(L(kh)).

Indeed,

G([k, k + δ − 1]) = G(L(km )) ∪ · · · ∪ G(L(kh)) = G(B(k)).

Moreover, note that

B(k)p = 0 and B(k)1N = 0.

So B(k) is also a Laplacian matrix corresponding to G([k, k +
δ − 1]) which has the following structure

[
02×2 02×(n−2)
∗ Bs(k)

]

where

Bs(k) = Ls(km ) + · · · + Ls(kh).

From

(k + δ − 1) − k = K,

we know that in G([k, k + δ − 1]), every sensor is 2-reachable
from A, and Πi([k, k + δ − 1]) is connected for all i. It follows
from Lemma 4.1, Remark 4.1 and Lemma 4.2 that

det (Bs(k)) �= 0,

which indicates that there exists a time interval δ such that the
sum of Ls(k) across δ is nonsingular for any k. Hence, the
conclusion follows. �

To prove Theorem 5.2, we develop two technical lemmas.
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Lemma A.2: Consider the system

x(k + 1) = (I − ε(k)AH (k)A(k))x(k), (14)

where x(k) ∈ Cn and A(k) ∈ Cn×n is taken from a finite set
{A1 , A2 , . . . , AN }. If the following two conditions hold

1) for some positive δ and α, and all k,

δ−1∑

i=0

AH (k + i)A(k + i) ≥ αI, (15)

2) for each A(k) and its corresponding positive ε(k),

I − ε(k)AH (k)A(k) ≥ 0,

then the origin x = 0 of the system (14) is exponentially stable.
Proof: Consider a Lyapunov function L(x(k)) = xH (k)

x(k). Then we calculate the one step difference of L(x(k))
along the trajectories of (14). We have

Δ1L(x(k))

:= xH (k + 1)x(k + 1) − xH (k)x(k)

= xH (k)[(I − ε(k)AH (k)A(k))2 − I]x(k)

= xH (k)(−2ε(k)AH (k)A(k)

+ ε(k)2AH (k)A(k)AH (k)A(k))x(k).

By condition (2), it follows that

ε(k)2AH (k)A(k)AH (k)A(k) ≤ ε(k)AH (k)A(k),

which is equivalent to

ε(k)AH (k)A(k)(I − ε(k)AH (k)A(k)) ≥ 0.

Thus, we can obtain that

Δ1L(x(k))

≤ xH (k)(−2ε(k)AH (k)A(k) + ε(k)AH (k)A(k))x(k)

= −ε(k)xH (k)AH (k)A(k)x(k).

Similarly we have

Δ1L(x(k + 1))

:= xH (k + 2)x(k + 2) − xH (k + 1)x(k + 1)

≤ −ε(k + 1)xH (k + 1)AH (k + 1)A(k + 1)x(k + 1),

and moreover

ΔδL(x(k))

:= xH (k + δ)x(k + δ) − xH (k)x(k)

=
δ−1∑

i=0

Δ1L(x, k + i)

≤ −σ

δ−1∑

i=0

‖A(k + i)x(k + i)‖2 ,

where σ is lower bound of ε(k) as stated in condition (2). So it
can be concluded that ΔδL(x(k)) ≤ 0.

Next we consider two cases: (a) For some k′ ∈ {k, k +
1, . . . , k + δ}, x(k′) = 0; (b) x(k′) �= 0 for all k′ ∈ {k, k +
1, . . . , k + δ}.

For case (a), the state x will remain in zero.
For case (b), we will show that ΔδL(x(k)) < 0. Suppose on

the contrary that ΔδL(x(k)) = 0. That is,

A(k + i)x(k + i) = 0, i = 0, 1, . . . , δ − 1.

With (14) we get

x(k) = x(k + 1) = · · · = x(k + δ).

Thus,

ΔδL(x(k))

≤ −σ

δ−1∑

i=0

xH (k + i)AH (k + i)A(k + i)x(k + i),

= −σxH (k)

(
δ−1∑

i=0

AH (k + i)A(k + i)

)

x(k),

Furthermore, considering condition (1), we know

ΔδL(x(k)) ≤ −σα‖x(k)‖2 .

Recall that ΔδL(x(k)) = 0. So we can get that x(k) = 0, a
contradiction. Thus we obtain ΔδL(x(k)) < 0 for x(k) �= 0.

On the other hand, we can rewrite Δδ (L(x(k)) as follows.

ΔδL(x(k))

= −xH (k)Δ (A(k), . . . , A(k + δ − 1)) x(k),

where Δ(A(k), . . . , A(k + δ − 1)) is the matrix polynomial
of A(k), . . . , A(k + δ − 1). Recall that ΔδL(x(k)) < 0 for
x(k) �= 0, and that A(k)’s and ε(k)’s are taken from finite sets.
There must exist a positive γ such that

Δ(A(k), . . . , A(k + δ − 1)) ≥ γI, ∀k

which leads to

ΔδL(x(k)) ≤ −γ‖x(k)‖2 .

That is, along all trajectories of (14), the Lyapunov function
satisfies

ΔδL(x(k))
L(x(k))

≤ −γ < 0.

Therefore, L(x(k)) exponentially converges to zero. Since
L(x(k)) is quadratic, it follows that the origin x = 0 of (14)
is exponentially stable. �

Lemma A.3: Consider m matrices A1 , A2 , . . . , Am ∈
Cn×n . If rank(A1 + A2 + · · · + Am ) = n, then AH

1 A1 +
AH

2 A2 + · · · + AH
m Am is Hermitian and positive definite.

Proof: Let

B =
[
AH

1 AH
2 · · · AH

m

]H
.

It is certain that BH B = AH
1 A1 + AH

2 A2 + · · · + AH
m Am .

Note that BH B is a Hermitian matrix due to

(BH B)H = BH B.
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From the fact that

A1 + A2 + · · · + Am =
[
I I · · · I

]

⎡

⎢
⎢
⎢
⎣

A1
A2
...

Am

⎤

⎥
⎥
⎥
⎦

we have

n = rank(A1 + A2 + · · · + Am ) ≤ rank(B) ≤ n

and this implies that

rank(B) = n.

In addition, suppose that there exists a vector x ∈ Cn such
that

xH BH Bx = 0.

Then

‖Bx‖2 = 0 ⇒ Bx = 0.

Due to rank(B) = n we have x = 0, which means that for any
x �= 0 it holds that

xH BH Bx > 0.

Then the conclusion follows. �
Proof of Theorem 5.2: We can write the distributed

algorithm (13) in the matrix form as

p̂(k + 1) =
(

I − ε(k)
[

0 0
LH

s (k)La(k) LH
s (k)Ls(k)

])

p̂(k).

(16)
Note that for the anchors, p̂a(k) = pa . Then we apply the coor-
dinate transformation p̃s(k) = p̂s(k) − ps and derive

p̃s(k + 1) =
(
I − ε(k)LH

s (k)Ls(k)
)
p̃s(k). (17)

Notice that wij (k)’s are finite due to finite nodes and edges.
So Ls(k)’s are finite. According to the procedure for designing
ε(k), it holds that ε(k)’s are finite, and satisfy

I − ε(k)LH
s (k)Ls(k) ≥ 0.

So to show that p̂i(k) is exponentially convergent to pi , by
Lemma A.2, we need to show that there exist some positive δ
and α such that for all k,

δ−1∑

i=0

LH
s (k + i)Ls(k + i) ≥ αI, ∀k. (18)

Suppose the graph G(k) switches at k0 = 0, k1 , k2 , . . .. We
are always able to find a τM large enough such that

ki+1 − ki ≤ τM for all i = 0, 1, 2, . . .

If after some time there is no more switching, we can partition
[ki, ki+1) artificially.

Suppose now every sensor node is jointly 2-reachable from
A and Πi is jointly connected. Then by the definitions there
exits K > 0 such that for all k in the union graph G([k, k +
K)) every sensor is 2-reachable from A, and the union graph
Πi([k, k + K)) is connected.

Let

δ = K + 1.

In what follows, we will show that for all k

W (k) :=
δ−1∑

i=0

LH
s (k + i)Ls(k + i) ≥ αI

holds for some positive α.
For any k, without loss of generality, let

k ∈ [km , km+1 − 1], and k + δ − 1 ∈ [kh , kh+1 − 1].

Define

E(k) := LH (km )L(km ) + · · · + LH (kh)L(kh),

and

B(k) := L(km ) + · · · + L(kh).

According to the proof of Theorem 5.1, we get

det (Bs(k)) �= 0. (19)

Furthermore, E(k) has the following structure
[
∗ ∗
∗ Es(k)

]

where

Es(k) = LH
s (km )Ls(km ) + · · · + LH

s (kh)Ls(kh).

From (19) and Lemma A.3, it is true that Es(k) is Hermitian
and positive definite. From the definition of W (k), we have

W (k) = LH
s (km )Ls(km )(km+1 − k)

+ LH
s (km+1)Ls(km+1)(km+2 − km+1) + · · ·

+ LH
s (kh−1)Ls(kh−1)(kh − kh−1)

+ LH
s (kh)Ls(kh)(k + δ − kh).

Note that the lengths of all time interval appeared in the for-
mula W (k) are positive and Es(k) is Hermitian and positive
definite. So W (k) is also Hermitian and positive definite. Next
we will show that the smallest eigenvalue of W (k) is uniformly
lower bounded with respect to k. With the fact that the number
of switches during [k, k + δ − 1] is finite, and that the length
between any two consecutive switching are bounded, we then
know that all W (k)’s form a finite set. This means, the small-
est eigenvalue of W (k) is uniformly lower bounded. In other
words, there exists α > 0 such that for all k,

W (k) =
δ−1∑

i=0

LH
s (k + i)Ls(k + i) ≥ αI.

Thus, by using Lemma A.2, the conclusion follows. �
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[27] F. Meyer, H. Wymeersch, M. Fröhle, and F. Hlawatsch, “Distributed esti-
mation with information-seeking control in agent networks,” IEEE J. Sel.
Areas Commun., vol. 33, no. 11, pp. 2439–2456, Nov. 2015.

[28] Z. Lin, L. Wang, Z. Han, and M. Fu, “Distributed formation control
of multi-agent systems using complex Laplacian,” IEEE Trans. Autom.
Control, vol. 59, no. 7, pp. 1765–1777, Jul. 2014.

Zhiyun Lin (SM’10) received the Bachelor’s degree
in electrical engineering from Yanshan University,
Qinhuangdao, China, in 1998, the Master’s degree
in electrical engineering from Zhejiang University,
Hangzhou, China, in 2001, and the Ph.D. degree in
electrical and computer engineering from the Univer-
sity of Toronto, Toronto, ON, Canada, 2005.

He was a Postdoctoral Research Associate in the
Department of Electrical and Computer Engineering,
University of Toronto, from 2005 to 2007. He joined
the College of Electrical Engineering, Zhejiang Uni-

versity, in 2007. He is currently a Professor of systems control in the same
department. He is also affiliated with the State Key Laboratory of Industrial
Control Technology, Zhejiang University. He held Visiting Professor positions
at several universities, including The Australian National University, Canberra,
ACT, Australia, University of Cagliari, Cagliari, Italy, University of Newcastle,
Callaghan, NSW, Australia, University of Technology Sydney, Ultimo, NSW,
Australia), and Yale University, New Haven, CT, USA.

His research interests include distributed control, estimation and optimiza-
tion, coordinated and cooperative control of multi-agent systems, hybrid and
switched control system theory, and locomotion control of biped robots. He is
currently an Associate Editor for Nonlinear Analysis: Hybrid Systems and the
International Journal of Wireless and Mobile Networking.

Tingrui Han received the B.S. degree in automation
from Zhejiang University, Hangzhou, China, in 2012.
He is currently working toward the Ph.D. degree in
control theory and control engineering in the College
of Electrical Engineering, Zhejiang University. His
research interests include multiagent systems, net-
worked control, and distributed algorithms.

Ronghao Zheng received the Bachelor’s degree in
electrical engineering and the Master’s degree in
control theory and control engineering, both from
Zhejiang University, Hangzhou, China, in 2007 and
2010, respectively, and the Ph.D. degree in mechan-
ical and biomedical engineering from the City Uni-
versity of Hong Kong, Hong Kong, in 2014.

He is currently in the College of Electrical Engi-
neering, Zhejiang University. His research interests
include distributed algorithms and control, especially
the coordination of networked mobile robot teams

with applications in automated systems and security.

Minyue Fu (F’03) received the Bachelor’s degree in
electrical engineering from the University of Science
and Technology of China, Hefei, China, in 1982, and
the M.S. and Ph.D. degrees in electrical engineering
from the University of Wisconsin-Madison, Madison,
WI, USA, in 1983 and 1987, respectively.

From 1987 to 1989, he was an Assistant Professor
in the Department of Electrical and Computer Engi-
neering, Wayne State University, Detroit, MI, USA.
In 1989, he joined the Department of Electrical and
Computer Engineering, the University of Newcastle,

Callaghan, NSW, Australia, where he is currently the Chair Professor in electri-
cal engineering. He was a Visiting Associate Professor at the University of Iowa
from 1995 to 1996, a Senior Fellow/Visiting Professor at Nanyang Technologi-
cal University, Singapore, in 2002, and a Visiting Professor at Tokyo University
in 2003. He has held a ChangJiang Visiting Professorship at Shandong Univer-
sity, a visiting Professorship at South China University of Technology, and a
Qian-ren Professorship at Zhejiang University, China.

His main research interests include control systems, signal processing, and
communications. His current research projects include networked control sys-
tems, smart electricity networks, and superprecision positioning control systems.
He has been an Associate Editor for the IEEE TRANSACTIONS ON AUTOMATIC

CONTROL, Automatica, IEEE TRANSACTIONS ON SIGNAL PROCESSING, and Jour-
nal of Optimization and Engineering.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


