
2394 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 46, NO. 9, SEPTEMBER 1998

Passivity Analysis and Passification for
Uncertain Signal Processing Systems

Lihua Xie, Senior Member, IEEE, Minyue Fu, and Huaizhong Li

Abstract—The problem of passivity analysis finds important
applications in many signal processing systems such as digital
quantizers, decision feedback equalizers, and digital and analog
filters. Equally important is the problem of passification, where a
compensator needs to be designed for a given system to become
passive. This paper considers these two problems for a large
class of systems that involve uncertain parameters, time delays,
quantization errors, and unmodeled high-order dynamics. By
characterizing these and many other types of uncertainty using
a general tool called integral quadratic constraints (IQC’s), we
present solutions to the problems of robust passivity analysis and
robust passification. More specifically, for the analysis problem,
we determine if a given uncertain system is passive for all admis-
sible uncertainty satisfying the IQC’s. Similarly, for the problem
of robust passification, we are concerned with finding a loop
transformation such that a particular part of the uncertain signal
processing system becomes passive for all admissible uncertainty.
The solutions are given in terms of the feasibility of one or more
linear matrix inequalities (LMI’s), which can be solved efficiently.

I. INTRODUCTION

T HE NOTION of passivity plays an important role in
design and analysis of signal processing systems. On one

hand, many systems need to be passive in order to attenuate
noises effectively. On the other hand, the robustness measure
(such as robust stability or robust performance) of a system
often reduces to a subsystem or a modified system being
passive. For example, it is well known that the suppression of
limit cycles of a digital quantizer requires a certain dynamic
part of the system to be passive [7]. Another example where
passivity analysis finds important use is the so-called decision
feedback equalization (DFE) problem. It is shown [6] that a
decision feedback equalizer guarantees finite error recovery if
certain passivity conditions are satisfied.

Many signal processing systems are feedback systems con-
sisting of both a linear time-invariant (LTI) dynamic part
and a nonlinear and/or time-varying part. For example, a
differential pulse-code modulation (DPCM) system involves
a linear predictor and a quantizer. Time-varying filters are
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popularly used in multirate signal processing [14]. Nonlinear
and time-varying systems also arise in many adaptive filtering
problems. Passivity analysis is a major tool for studying
stability of such systems, especially for high-order systems. In
fact, the passivity analysis approach has been used in control
problems for a long time to deal with robust stability problems
for systems involving nonlinear/time-varying components. See
[3], [9], [10], [15]–[17], [20], and [21] for references.

Apart from its direct applications, the notion of passivity
is closely related to bounded realness, which is an equally
important notion in signal processing. In fact, it is well
known that there is a one-to-one relationship between bounded
realness and passivity [1]. Consequently, bounded realness
analysis can be converted into passivity analysis and vice
versa. Bounded real functions find important applications in
both single-rate and multirate signal processing [7], [14].

The motivation of our paper stems from the fact that in
many applications, the system (or subsystem) that is required
to be passive is not a simple LTI transfer function; rather,
it involves additional uncertainty. For example, in adaptive
DPCM (ADPCM) or adaptive DFE, the filter coefficients are
subject to time variations. Even in nonadaptive cases, filter
coefficients are also subject to quantization effects. Other
uncertainties include unknown time delays in a communication
channel, variations in analog components, and unmodeled
high order dynamics. Note that if there exists no uncertainty,
checking if a LTI dynamic system is passive or not is a simple
matter. However, for uncertain systems, it becomes much more
involved. In the present paper, we use the so-called integral
quadratic constraints (IQC’s) introduced in [20] and [21] to
describe uncertain components. The IQC’s encompass all of
the commonly encountered types of uncertainty mentioned
earlier. More will be said in Section III. Our first main
result (in Section III) is a sufficient condition for guaranteeing
the uncertain system to be strictly passive for all admissible
uncertainty. This sufficient condition is expressed in terms of
a linear matrix inequality (LMI) that can be solved efficiently.
For details on LMI’s, refer to [2]. The result above has two
versions: one for continuous-time systems and one for discrete
time systems.

Thus far, we have only addressed the passivity analysis
problem. A companion problem is passivity synthesis, or
passification, where we are required to design a passive
system using a feedback/feedforward compensator subject to
constraints. In signal processing systems, compensation is
usually required to reconfigure a given system so that the
resulting system, although equivalent to the original system as
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TABLE I
NOTATIONS

far as stability is concerned, is more suitable for passivity and
stability analysis. This approach is commonly used in stability
analysis of nonlinear control systems; see [3], [10], and [15],
for example. It is also used in [6] for analyzing the finite error
recovery problem in the DFE.

The second main result of this paper, which is given in
Section IV, deals with the passification problem for uncertain
systems. Quite often in a signal processing system (see Fig. 1),
one part of the system is “over passive,” whereas the other
part is not passive. This makes the stability analysis difficult.
Our interest then is to find an appropriate loop transformation,
which is a kind of compensation that preserves the passivity of
the former while passifying the latter. Passification of uncertain
signal systems using four commonly used transformations
will be studied in detail. It is noted that stability analysis
for systems using multipliers and passivity has been studied
in numerous papers; see, for example, [2] and [3]. The
multipliers are simply “scalings.” Our results incorporate the
commonly used loop transformations and provide a systematic
search using an LMI approach to design the required loop
transformations.

We also present illustrative examples in Section V to demon-
strate our results. Some conclusions are drawn in Section
VI.

II. PRELIMINARIES ON PASSIVITY

Table I is the table of notation that will be used throughout
the paper.

In Table I, we denote by (resp. ) the extended real
(resp. ) space, i.e., (resp. ) if every truncated

belongs to (resp. ). Without complicating the notation,
we will use to denote , etc.

Definition 1—Passivity:An operator is called
passiveif there exists (not necessarily positive) such that

(1)

Similarly, is calledstrictly passiveif there exist and
such that

(2)

When is a LTI real operator and it is passive (resp. strictly
passive), its transfer function is calledpositive real(PR) [resp.
strictly positive real(SPR)].

Remark 1: Although is allowed to be nonzero in the
definition above, it is known that can be set to zero without
loss of generality for linear operators.

Fig. 1. Interconnected feedback system.

Fig. 2. Digital quantizer.

Definition 2—Bounded Realness:An operator
is calledbounded realif

(3)

Similarly, is called strictly bounded realif there exists
such that

(4)

Definition 3—Stability: An operator is called
stable if for any .

Consider the feedback system depicted in Fig. 1, where
is a linear operator, and is a (possibly) nonlinear operator.
The following key lemma reveals a sufficient condition for the
stability of the interconnected system.

Lemma 1: Suppose is linear and strictly passive, and
is passive. Then, the mapping from to is

stable.
Proof: See [3, p. 182] and [6].

The passivity conditions given in the lemma above are
usually quite conservative when used directly. Consider the
digital quantizer depicted in Fig. 2. The LTI filter in the upper
block is typically not passive even when it is FIR, whereas
the lower block is usually not constrained by a passivity
condition (often stronger than passivity). For example, a
typical constraint for the quantizer when studying the limit
cycles due to overflow (i.e., saturation) is given by
sat , wheresat is a saturation function. Fortunately,
there are several standard transformations we can apply on
a given feedback system so that the resulting system will be
more suitable for Lemma 1. These transformations are depicted
in Fig. 3(a)–(d). The results are summarized below; see [3],
[10], and [15] for details.

Lemma 2: Given the feedback system in Fig. 1, consider
the transformed versions in Fig. 3. Suppose the operators
and are linear and stable, and has stable inverse. Then,
the stability of all these systems are equivalent.

For example, consider the overflow limit cycles problem for
the quantization system in Fig. 2 [7]. To capture the overflow
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(a) (b)

(c) (d)

Fig. 3. Transformed feedback systems.

limit cycles, the quantizer is simplified and normalized to be

sat (5)

Obviously, the quantizer is passive because .
Therefore, a direct application of Lemma 1 implies that no
limit cycles exist when is SPR. This is a well-known
result; see [7]. However, this condition is too conservative
in general. To reduce the conservatism, we consider the
transformed system in Fig. 4, where is a tuning
parameter, and is any stable function with norm less
than or equal to 1, i.e.,

(6)

where is the impulse response corresponding to . In
addition, it is required that is invertible.

It is known that the lower block of Fig. 4 is passive, whereas
the upper block approaches when

. Therefore, the system in Fig. 4 (hence, the one in
Fig. 2) does not observe limit cycles if
is SPR. Clearly, this is weaker than requiring to be SPR
because if is indeed SPR, we can simply choose to
be zero. We also note that the condition above is a special case
of a more general result studied by Zames and Falb [22], where
the feedback block is allowed to be a general monotone and
odd function (see [12]).

Another example where the transformation in Fig. 3(a) is
used is the DFE problem studied in [6].

We note from the above discussions that two problems arise:
1) How do we test whether a given operator is passive or
strictly passive, and 2) how do we find a suitable transfor-
mation using the combinations in Figs. 3(a)–(d) so that the
stability problem of a given feedback system reduces to a
passivity test.

Fig. 4. Transformed quantizer system.

When the signal model under consideration contains no un-
certainty, the well-known Kalman–Yakubovich–Popov (KYP)
lemma (see [1] for an equivalent frequency domain condition)
is a useful tool for addressing the above two problems. We
shall recall this lemma below. To this end, we introduce the
linear time-invariant system

(7)

(8)

where is the input, and is the output.
The transfer function of is given by

Note that as the number of inputs is equal to that of outputs,
the above transfer function matrix is square.

Lemma 3: [1], [13] The system is strictly positive
real (see Definition 1) if and only if there exists a symmetric
positive definite matrix satisfying

Continuous-time: (9)

and

Discrete-time:

(10)
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To conclude this section, we introduce the well-known
procedure [20], [21], which will be used to handle passivity
analysis and passification for uncertain signal models in the
following sections.

Lemma 4: Let
be real-valued functionals defined on a set. Define the
domain of constraints as

and two conditions

a) ;
b) such that

Then, b) implies a).
Remark 2: The procedure of replacing a) by b) is called the
procedure. This procedure provides a very convenient way

of handling inequality and equality constraints and is known
to be conservative in general. Despite of its conservatism, the
simplicity of this procedure has attracted a lot of applications
in stability analysis problems and optimization problems; see
[2], [12], [20], and [21]. In particular, searching for optimal
scaling parameters is often a convex optimization problem,
as we will see in the following sections.

III. PASSIVITY ANALYSIS

Consider the uncertain system

(11)

(12)

(13)

where is the state, is the exogenous
input, is the output, ,
are fictitious outputs, and denote
uncertain variables. The system is depicted in Fig. 5,
where , and

represents the uncertain mapping. The uncertaintyis
called admissible if the uncertain variables satisfy the integral
quadratic constraints (IQC’s)

(14)

In the above, and are con-
stant matrices of appropriate dimensions. In addition, note that
the number of inputs is assumed to be equal to that of the
outputs.

Remark 3: The uncertainty represented by the IQC’s (14)
is very general. It includes time delays, quantization errors,
uncertain parameters, unmodeled dynamics, and many non-
linear and/or time-varying components. A comprehensive list
of uncertain components that can be described by IQC’s can

Fig. 5. Uncertain system�.

be found in a survey paper [12]. For example, the time-delay
uncertainty , where are the
unknown delays and when , is a particular
case of (14). An example of characterizing quantization errors
by (14) can be found in Section V. In addition, the commonly
used norm-bounded uncertainty [8], [18], [19], is a special case
of the IQC’s (14). In fact, the norm-bounded uncertainties can
be described by the quadratic constraints

(15)

Note that both (14) and (15) can effectively represent dynamic
uncertain structure. However, the significant difference be-
tween (14) and (15) is that (15) are “instantaneous” constraints,
whereas (14) are weaker “averaged” constraints. We also note
that (14) can often be directly obtained from identification
procedures.

Definition 4: The uncertain system (11)–(14) is called ro-
bustly passive (resp. robustly strictly passive) if it is passive
(resp. strictly passive) for all admissible uncertainty.

Our objective is to analyze the robust strict passivity of the
uncertain system (11)–(14).

Before proceeding further, we introduce the short-hand
notation

(16)

(17)

(18)

diag (19)

where are scalars. The vector if every
component of is positive.

By applying the procedure stated in the previous section,
we have the following result.

Lemma 5: The uncertain system of (11)–(14) is robustly
strictly passive if there exist a symmetric positive definite
matrix and scaling parameters
such that
1) Continuous time:

(20)
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2) Discrete-time:

(21)

holds for some , for all and
, such that .

Proof: Let and integrate the inequality of
(20) from to along any trajectory of (11). Then, we have

Now by taking and considering (14) and the fact that
, we have

That is, the system (11)–(14) is robustly strictly passive.
The discrete-time case can be proven in a similar way.
With the above lemma, we present the first main result of

this paper, i.e, we establish several equivalent conditions for
the robust passivity of (11)–(14).

Theorem 1: Consider the uncertain system of (11)–(14).
The following conditions, all guaranteeing the system to be
robustly strictly passive, are equivalent.

a) There exists such that (20) (continuous-time
context) or (21) (discrete-time context) holds.

b) For some defined in (19), there exists
such that
Continuous-time:

(22)

where

Discrete-time:

(23)

where

c) For some of (19), there exists such
that
Continuous-time:

(24)

Discrete-time:

(25)

d) is stable, and for some , either of the following
auxiliary systems is strictly positive real:

(26)

(27)

or

(28)

(29)

Moreover, the set of all satisfying c) is convex, where
is given in (19).

Proof:

: Using the short-hand notation of (16)–(19), (20)
can be rewritten as

which implies

for all such
that .

Conversely, if (22) holds, there exist some such
that

diag

which in turn guarantees the satisfaction of (20).
: It follows the Schur complements, i.e.,

: By considering that and
diag , the

equivalence follows immediately from Lemma 3.
The discrete-time case can be shown in a similar way.

Remark 4: Theorem 1 shows that the robust strict passivity
of system (11)–(14) is guaranteed if the auxiliary system
(26)–(27) or (28)–(29) is strictly positive real for some .
It can be observed that all the inequalities in b) and c) of
Theorem 1 are jointly linear in and . Therefore, all the
inequalities in (22)–(25) are the linear matrix inequalities.
Note that very efficient numerical algorithms exist for solving
LMI’s, owing to the recent advancement ininterior point
algorithmsfor convex optimization. See [2] for a good tutorial
on this subject and implementations of algorithms. Software
packages for solving LMI’s are also available; see, e.g., [5].
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IV. PASSIFICATION FOR UNCERTAIN SIGNAL SYSTEMS

In the previous section, we discussed the robust strict
passivity problem for uncertain signal systems. As seen from
Section II, there are many signal systems where certain trans-
formations are needed to obtain a passivity property for certain
constructing blocks of the systems; see Figs. 1 and 3. It is
typical in signal processing systems (see Fig. 1) that the lower
block is “over” passive, whereas the upper block is not passive
enough. An example of this has been discussed in Fig. 2. In
addition, the upper block contains uncertainty. In this section,
we deal with the following robust passification problem:Find
one of the transformations described in Fig. 3 such that the
passivity property for the lower block is preserved while the
upper block is rendered to be strictly passive for all admissible
uncertainty.

First, we assume that the upper block of Fig. 1 is modeled
by the system given in (11)–(14), i.e., . Denote
the transformations , , or all by . We consider a
set of stable transformations that preserve the passivity of the
lower block and have the form

(30)

where are known transfer functions
that can be regarded as basis functions of, and

are parameters to be designed that are constrained
in a convex set , which is typically a hypercube. Note that
the above assumption is reasonable for many applications; see
the example in [6] and Example 2 in the next section. It can
be easily obtained that one particular state space realization
for is of the form

(31)

where are known constant matrices, and and
are affine in . Given , our objective is to choose a

feasible such that the transformed upper block is robustly
strictly passive.

Remark 5: An alternative design procedure is to find a set
of transforms that render the upper block strictly passive first,
then select one from the set, if it exists, such that it also
preserves the passivity of the lower block. The difficulty with
this approach is that for a different upper block, the whole
design must be redone. Although finding all transformations
that preserve the passivity of the lower block is, in general, also
a hard job, there are fortunately many standard lower blocks
used in the signal processing problems, such as quantizers,
sector-bounded uncertainties, etc. For these uncertainties, var-
ious transformations are known; see [6] and [12]. Hence, the
approach we present in the paper should normally work better.

We now discuss each transformation in Fig. 3, respec-
tively. For notational convenience, we define

.
Case (a) of Fig. 3:
In this case, the upper block is the sum of and ,

and . It is easy to obtain a state space realization for

Fig. 6. Auxiliary system forD�1H1.

as

(32)

(33)

(34)

where are defined in (18) and (19), and

(35)

(36)

Apparently, the matrices and are affine in ; all the
other matrices are known.

By applying Theorem 1 to , we have the following
result.

Theorem 2: The system is robustly strictly passive if
there exists , , and such that
Continuous-time:

(37)

Discrete-time:

(38)

Clearly, the LMI (37) or (38) is jointly linear in
and . Hence, they can be solved using convex optimization
techniques; see [2] for details.

Case (c) of Fig. 3:
In this case, the upper block is a cascaded connection of

and , and . To overcome the difficulty of
treating , we will analyze its inverse instead. Our main
idea can be observed from Figs. 6 and 7, where is the
auxiliary system to be defined in Theorem 3. First, it can be
shown (see later) that the system in Fig. 7 is the inverse of that
in Fig. 6. Hence, their strict passivity properties are equivalent.
Next, it can be shown using Theorem 1 that the strict passivity
of the system is guaranteed if is such that the
system in Fig. 7 is strictly passive or, equivalently,is such
that the system in Fig. 6 is strictly passive.

We assume that the matrix of is invertible, which is
in fact necessary for the strict passivity of the upper block of
(a) and (d) (see later).

Then, our main result for Case (c) is stated in the following
theorem.
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Fig. 7. Inverse system of the system in Fig. 6.

Theorem 3: Consider the system in Fig. 3(c) with
defined in (11)–(14) and defined in (31). Then,
renders the upper block of Fig. 3(c) robustly strictly passive if
for some , is such that the system in Fig. 6 is strictly
positive real, where the system is given by

(39)

with

(40)

(41)

(42)

and are the same as in (18) and (19).
Proof: First, note that the strict positive realness of the

system in Fig. 6 implies that is invertible. This can be
observed from in (55), which satisfies .
Next, denote . Then, a state space
realization for the system is given by

(43)

(44)

(45)

where and satisfy the IQC’s (14). It follows from Theorem
1 that the system is strictly passive for all admissible
uncertainties if for some the system

(46)

(47)

is strictly passive. It is straightforward to show that the system
(46)–(47) is in fact the system in Fig. 7, where

(48)

(49)

where , and

The strict positive realness of the system (46)–(47) ensures that
the matrix is invertible. It can be shown that the system

is the inverse of . Thus, the system in Fig. 6 is
the inverse of the system in Fig. 7. Therefore, the SPR of the
system in Fig. 6 implies that of the system in Fig. 7, which in
turn guarantees the robust strict passivity of .

Given of the form (31), a state space realization for the
system in Fig. 6 is of the form

(50)

(51)

where , and

(52)

(53)

(54)

(55)

Obviously, the matrices and are known, whereas the
matrices and are affine in unknown matrix .

Now, an LMI for finding such that the upper block of
Fig. 3(c) is robustly strictly passive is presented as follows.

Theorem 4: A given defined in (30) and (31)
renders the upper block of the system in Fig. 3(c) robustly
strictly passive if there exist , , and
such that

Continuous-time: (56)

Discrete-time:

(57)

holds, where and are defined in (52)–(55).
Once again, the LMI’s above are jointly linear in

and .
Case (d) of Fig. 3:
This case is similar to Case (c). The following result can

be established by a similar way as in Case (c). The details of
the proof are thus omitted.

Theorem 5: Consider the system in Fig. 3(d) with
given in (11)–(14). A given defined in (30)–(31)
renders the upper block of the system robustly strictly passive
if for some , is such that the system in Fig. 8 is
strictly positive real, where the system is given in (39).
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Fig. 8. Auxiliary system forH1D
�1.

Remark 6: Note that for Case (d), we shall use the follow-
ing different state space realization for in (30)

(58)

where and are constant matrices, and and
are affine in . Similar to Case (c), we can easily

show that a state space realization for the system in Fig. 8
has constant and , but and are affine in and .
Applying the KYP lemma on that state space representation,
it can be verified that the resulting LMI’s are jointly linear in

, , and . In fact, by applying the Schur complements, it
is easy to show that (56) and (57) are, respectively, equivalent
to

Continuous-time:

Discrete-time:

Case (b) of Fig. 3:
This case requires us to find such that

is strictly passive. If is an invertible LTI
system, the above is equivalent to the fact that the inverse
system is SPR. Note that is linear
in . When involves uncertainty, we use a similar
analysis as in Case (c), i.e., we can replace by an
auxiliary system that involves scaling parametersbut no
uncertainty. Consequently, the robust passification problem
becomes finding and such that the auxiliary inverse
system is SPR. As in Cases (c) and (d),
it is assumed that is invertible. The result is summarized
below.

Theorem 6: Consider defined in (30) and (58). Then,
renders the robust strict passivity for the upper block if there

exist , , and such that the LMI (56)
(continuous-time) or (57) (discrete-time) holds for

(59)

(60)

(61)

(62)

Proof: Note that the existence of a positive solution
to the LMI (56) or (57) implies that the system

is SPR. The SPR of implies that
, which in turn ensures that

. Hence, the matrix is
invertible, i.e., the well posedness ofis guaranteed.

Now, the inverse system of can be easily obtained as

where

Apparently, the system is SPR, as is .
Next, it can be worked out that the closed-loop system of

the upper block of (b) in Fig. 3 is of the form

(63)

(64)

(65)

where and satisfy the IQC’s (14).
Finally, the robust strict passivity of the system (63)–(65)

follows from the SPR of by employing Theorem 1.
It can be observed from (59)–(62) and Remark 6 that the

LMI’s in Theorem 6 are jointly linear in and .
Remark 7: The results in Theorems 2–6 provide an LMI

approach to the passification of uncertain signal processing
systems. As powerful software packages are now available
for solving LMI’s [5], the proposed passification techniques
should be useful in signal processing applications. See also the
illustrative examples of the next section. It should be pointed
out, however, that the results may be conservative due to 1) the
use of the procedure, which provides, in general, a sufficient
condition for passivity and passification, and 2) the use of a
convex set of transformations. Nevertheless, we believe that
our results provide a feasible way of handling uncertain signal
processing systems.

V. ILLUSTRATIVE EXAMPLES

In this section, we will present two examples to demonstrate
the applications of the results obtained in the previous sections.
The first example examines the passivity analysis of a filter
where quantization error exists. Our second example is con-
cerned with the robust passification problem for a quantization
system.
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Example 1: Consider the overflow limit cycle problem as-
sociated with the digital quantizer in Fig. 2. Let be of
the form

(66)

where and represent the quantization errors after the
corresponding coefficients are coded by 4 bits. It is known
that and that .

It can be easily checked that the nominal transfer function
of (setting and ) is stable but not

SPR. Next, let . It is verified that

is SPR and that , where is the impulse
response of the system . Hence, from the discussions
in Section II, we conclude that the system does not exhibit
overflow limit cycles in the nominal case.

Next, we analyze the effect of the quantization errors. To
this end, a state space realization for the transfer function

is given by

(67)

(68)

where

Denote

(69)

(70)

(71)

Then, the uncertainty in (67) can be represented by
, where ,

, and . Clearly, and satisfy
the IQC’s

We now apply Theorem 1 to check whether is SPR
for any admissible quantization errors and . Efficient
interior-point algorithms are available to solve (25) for some

and diag [11]. These algorithms have
been implemented in Matlab toolbox form [5]. Using the LMI
toolbox on an HP workstation, a solution for (25) is obtained
as diag , and

Fig. 9. Signal system of example 2.

Therefore, Theorem 1 and the results in Section II guarantee
that the quantizer system will not have any overflow limit
cycles, even when the quantization errors and are
present.

Example 2: We consider a quantizer system in Fig. 9,
where the IIR filter is given in (66). As discussed
earlier, without loop transformation (i.e., ), the lower
block of the system is passive. However, it can be checked
that the upper block is not strictly passive. Our objective is
to find a transformation in the form of Fig. 3(a), i.e., to find

, such that the lower block remains passive, whereas the
upper block is rendered strictly passive for all admissible
uncertainties (quantization errors).

Let be a constant. The following lemma characterizes
the set of such that the lower block remains passive.

Lemma 6: Given the system in Fig. 9, the lower block of
the system remains passive if .

Proof: By direct calculation, for any

It is obvious that if
.
Next since , the state space realization forin (31) is

Similar to in Example 1, a state-space realization for
is of the form (11)–(13) with the IQC’s (14) and

, and are as in
(69)–(71).

Then, the augmented system (32)–(34) ofand is readily
obtained. Finally, by applying Theorem 2, five LMI’s for
solving the passification problem are given by (38) and

The following result is obtained from the Matlab toolbox [5]:
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diag , and

Hence, the required loop transformation is . The
transfer function of the transformed upper block
is verified to be SPR for all admissible uncertainties.

VI. CONCLUSION

This paper has studied the problems of robust passivity
analysis and passification for a large class of uncertain systems
with the uncertainty described by integral quadratic con-
straints. LMI solutions have been presented. In view of recent
development in convex optimization, especially in solving
LMI’s (see [2]), our results offer efficient solutions to these
problems. Applications of these problems in signal processing
systems have been studied. In particular, we note that passivity
analysis is an important tool in studying robust stability
of signal processing systems involving nonlinear elements.
Examples of such systems (digital quantizers) have been
presented.
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