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Abstract— We investigate the co-design of a scheduler and
controller for feedback control over wireless industrial hybrid
protocol networks. These hybrid protocols incorporate possi-
bilities for both contention-free and contention-based medium
access to support real-time requirements and intermittent
communications, respectively. We focus in particular on the
possibilities and limitations of feedback control over hybrid net-
works that are based on the IEEE 802.15.4 protocol, where we
propose a controller-scheduler co-design that utilizes both the
contention-free and contention-based parts of the protocol. This
controller-scheduler is designed to minimize a linear quadratic
cost function where probabilities for successful transmissions in
the contention-free and contention-based parts also are taken
into account. Simulation studies illustrate that careful co-design
of the scheduler-controller results in significant performance
gains compared to round-robin heuristics.

I. INTRODUCTION

The emerging development of wireless networks in indus-
trial environments with possibilities for real-time commu-
nications has significantly accelerated the research area of
networked estimation and control in recent years. Many ap-
plications already utilize networked control systems (NCSs)
[1]–[3]. Multiple commercial standards for industrial envi-
ronments are available and implemented such as the Wire-
lessHart, ISA100.11a and ZigBee, which all are based on the
IEEE 802.15.4 physical layer [4], [5]. The main feature of
the IEEE 802.15.4 standard is low energy consumption with
possibilities for real-time requirements in the communica-
tion. This standard has, among others, a beaconed operation
mode where the superframe is divided into a contention
access period (CAP) (where multiple users can transmit) and
contention free period (CFP) (where only devices that are
assigned a slot can transmit). This is illustrated in Fig. 1.

When departing from periodic sampling, the NCS liter-
ature generally focuses on reducing the attention given to
the actuators and/or sensors such that actions are performed
only when necessary instead of periodically. This is to reduce
the network bandwidth usage and/or the power consumption
of wireless devices. The literature generally considers two
sampling strategies: event-triggered, where the process is
measured continuously, and an action is performed when
conditions are exceeded [6]–[11], or self-triggered, where
the time until a new action is performed is computed, and
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Fig. 1 – The IEEE 802.15.4 superframe structure.

the process is only measured when the predetermined time
elapses [12]–[15]. These can be regarded as closed loop
and open loop strategies, respectively. Optimal scheduling
with bandwidth limited communication has also been studied
for deterministic networks [10], [16]–[19]. Packet loss in
networks is frequently modeled as independent and iden-
tically distributed (i.i.d.) variables that indicate successful
transmissions [11], [20]–[23]. Scheduling where only one
sensor or actuator node is allowed to access the network at
a time is studied in [17]–[19] where schedules are designed
offline, while online scheduling is done in [24]–[27].

In this work we consider a spatially distributed NCS
involving multiple actuators and sensors and a linear-time-
invariant system model. These communicate over an IEEE
802.15.4 based network, where only a limited amount of
transmission slots are available in each superframe. The main
difference to existing work is that we utilize both the CFP
and the CAP when co-designing the scheduler and controller,
and take the probabilities for packet losses into account.

Notation: We denote ‖x‖2Q = xTQx where xT is the
transpose of a vector x. For a matrix A, aij is its ij’th
element and aj is its j’th column vector. The matrix In
denotes the dimension n × n identity matrix. A random
variable ω ∼ N

(
µ, σ2

)
is Gaussian distributed with mean

µ and variance σ2.

II. THE IEEE 802.15.4 NETWORK STANDARD

This section provides a brief introduction to the IEEE
802.15.4 standard and concludes with assumptions that we
utilize through the remainder of this paper. For a more
detailed explanation on the operation of the standard see,
e.g, [28].

The IEEE 802.15.4 standard is designed to work in
industrial environments [4], [5]. The standard itself only
specifies the lower layers up to the physical layer, whereas
the upper layers are to be designed by the implementer.
There are multiple upper layer standards available, such as
WirelessHART, ZigBee and ISA100.11a. The focus of IEEE
802.15.4 is a low cost and low power standard that has
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capabilities to feature real-time communication. The network
can be configured as a star topology or peer-to-peer. Multiple
networks, where each has a coordinator that manages the
network, can be joined to form a mesh network. We however
do not impose any specific network topology.

With IEEE 802.15.4, the network can operate in both a
(synchronized) beacon enabled and a non-beacon enabled
mode. In this paper we use the beacon enabled mode which
utilizes superframes that include a CAP, a CFP and an
optional inactive period where the entire network can go into
a low power state. This superframe is shown in Fig. 1. Here
a beacon, which indicates the beginning of a superframe, is
transmitted at a fixed beacon interval. This beacon includes
a table containing the nodes that are allowed to transmit
during the CFP. While a maximum of 7 guaranteed time-
slots (GTSs) are allowed to be assigned in one superframe in
the IEEE 802.15.4 standard, WirelessHART and ISA100.11a
allow for more GTSs in each superframe. The beacon interval
and the length of the CAP, CFP and low power state can
be defined by the implementer of the network. The IEEE
802.15.4e extends the standard with the options for channel
hopping and allows multiple superframes [5].

Users that want to transmit during the CFP have to request
a so-called GTS before transmitting. The coordinator will
grant the GTSs in a first-come-first-served manner while the
maximum number of allowed GTSs (set by the implementer
of the network) is not reached. Only users that have a GTS
assigned are allowed to transmit during the CFP. This means,
that only one user is allowed to transmit in a time slot, thus
no packet collisions will occur. However, since it is likely that
the network is affected by interference, a small probability
for packet dropouts remains.

During the CAP all users are allowed to access the
network. Before a user can transmit, it verifies whether it
can finish its transmission before the end of the CAP. If this
is not possible, the user will delay its transmission until the
next superframe. If the transmission can be finished, the user
senses the channel for ongoing transmissions. If the channel
is available, it transmits. In case the channel is occupied, the
user delays its transmission for a random number of slots
and retries the procedure. Due to the nature of the CAP,
there is still a probability for collisions to occur when a
user transmits a data packet. This results in packet dropouts.
Successful transmissions in the CAP are confirmed using
acknowledgments. If no acknowledgment is received, the
packet will be retransmitted if it can finish before the end of
the CAP in the current superframe. If this is not the case, the
retransmission will be postponed until the next superframe.

Our focus is on the situation where the network is shared.
We do not know how many users are competing for the CAP
and how frequently they transmit. We furthermore only have
a limited amount of GTSs available in each superframe. If the
control loop were to maximize the probability to successfully
transmit packets it would try to access the channel as often
as possible, this leading to network overload. To avoid such
issues, and to maintain fairness in the CAP, we only allow
the control loop to use a fixed amount of slots in the CAP

of each superframe as shown in Fig. 1.
We make the following assumption to ensure, that the

time delay from the start of a superframe until the packet
is received in that superframe can be neglected:

Assumption 1. The inactive period of the superframe is
much longer than the active period of the superframe. This
makes the transmission duration in the superframe negligible
compared to the sampling period of the feedback control
system.

Note that as described in the IEEE 802.15.4e standard
[5], other superframes can be defined during the inactive
period of the control superframe. These superframes can be
utilized by other users of the network. Under Assumption 1
we can neglect transmission failures in the CAP when the
retransmission is successful later within the same super-
frame. If the transmission of the packet has to be postponed
to the next superframe, the data in the packet might not
be optimal anymore when applied to the actuator, and is
therefore discarded. The probability for this to occur depends
on numerous parameters, such as the number of users on the
channel, the frequency at which they want to transmit, the
length of the packets, the time in the current CAP at which
the user attempts their first transmission etc. This then has
to be compared to the length of the CAP. To illustrate the
effect of utilizing a CAP that is shared among other users,
we make the following assumption in this paper:

Assumption 2. We consider transmissions in a CAP or
CFP that are delayed till the next superframe as being lost.
Successful transmissions occur with fixed probabilities pCAP

and pCFP, respectively, where pCAP < pCFP. We consider the
packet loss rates to be constant and known, cf. [29].1

III. NETWORKED CONTROL ARCHITECTURE OF
INTEREST

We consider a spatially distributed large control system
with many sensors and actuators which is shown in Fig. 2.
The sensors and actuators are placed at different physical
locations and are not directly connected to each other. Here ŷ
and û are the measurement and control signals, respectively,
that are received after being transmitted over the network.
The measurements are transmitted to a state estimator, such
that the controller receives the state estimate x̂. Since the
IEEE 802.15.4 protocol uses acknowledgments to confirm
successful transmissions, the controller and state estimator
know the transmission outcomes of u.

The IEEE 802.15.4e standard supports multiple super-
frames. We for simplicity only use one superframe at each
sampling instant for the actuators. The beacon interval for
this superframe equals the sampling interval of the sys-
tem. Further, Assumption 1 allows us to neglect the inter-
transmission times within the superframe. Also, all the

1In case the beacon frame is not received by an actuator node according
to the IEEE 802.15.4 standard, the node shall not use its GTS [4]. The
control signal might therefore not be received by the actuator. Note that
the probability for a beacon frame loss easily can be incorporated in the
probabilities for successful transmissions pCAP and pCFP.
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Fig. 2 – The control system with many actuator and sensor
nodes.

sensor measurements are transmitted in a separate super-
frame, where the beacon interval also equals the sampling
interval of the system. This superframe finishes just before
the actuator superframe begins, which under Assumption 1
allows us to neglect the inter transmission times i.e., the time
intervals between from when the sensor measurements y(k)
are transmitted to when the control values in u(k) are applied
to the actuators. The superframes are shown in Fig. 3.

In the present work we consider the control side and
use a state estimator that handles intermittent observations
and can easily be designed using methods such as [29]2. In
this work we use acknowledgments to confirm successful
transmissions. The state estimator therefore knows whether
a packet dropout has occurred or not. This means that
separation holds [33]. Since we only consider the scheduling
of the actuators, we assume that at every sample instance all
sensor readings get transmitted jointly in a dedicated sensing
superframe. This is illustrated in Fig. 3. We further transmit
all sensor data through the less reliable transmission mode,
the CAP. Assumption 1 allows us to neglect the time delays
included between receiving the sensor data and applying the
control signal to the actuators.

The next state of the plant is given by

x(k + 1) = Ax(k) +Bû(k) +Dω(k), k ∈ N (1)

and the output

y(k) = Cx(k) +Hν(k), (2)

where x(k) ∈ Rm, û(k) ∈ Rn, y(k) ∈ Rp and A, B, C are
matrices and D = 1m, H = 1p are vectors of dimensions
m and p, respectively, that only contain ones. The plant
disturbance ω(k) ∼ N

(
0, σ2

ω

)
and measurement disturbance

ν(k) ∼ N
(
0, σ2

ν

)
are zero-mean Gaussian with variances σ2

ω

and σ2
ν , respectively.

As already mentioned in Section II, the actuators are to
be controlled over an IEEE 802.15.4 compatible network,
which can only support a limited amount of data during the
CAP and CFP. We are interested in a situation where there
are more actuators than the combined amount of available
slots in the CAP and CFP in each superframe. This means,
that we have to schedule which actuators to address in every
actuation superframe. The sample period of the system is

2Scheduling for state estimation has been studied recently in works such
as [23], [29]–[32].
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Here the sensor measurements at time step k are transmitted
in the sensing superframe, which finishes right before the ac-
tuation superframe commences. The inactive period between
actuation superframe k and sensing superframe k + 1 is
significantly longer than the length of the active periods of
both superframes.

aligned to the length of a superframe, such that at each time
step k a new superframe begins, see Fig. 3. Recall further,
from Assumption 2, that a packet which at time k is delayed
until a future superframe is considered as being lost. We
further neglect the difference between the arrival time of the
packets in a common superframe according to Assumption 1,
such that all control inputs received are applied to the model
(1) at the same time.

We let the length n vector S(k) be the schedule at time
k, given by

S(k) =
[
s1(k), s2(k), . . . , sn(k)

]T
. (3)

This schedule is represented by the probabilities of successful
transmission of the packet. Each entry, sj(k), indicates
whether actuator j is addressed during the CAP, CFP or
is not addressed. To indicate in which period actuator j is
addressed, we set the entry sj(k) equal to the probability of
successful transmission during the period in the superframe.
Thus, sj(k) belongs to the ternary set

sj(k) ∈ {0, pCAP, pCFP} , (4)

where pCAP and pCFP are the (known or estimated) probabil-
ities for successful transmissions in the CAP and CFP.

We define γ(k) to be the vector that contains all transmis-
sion outcomes associated to superframe k. Here γj(k) = 1 if
the transmission to actuator j was successful and γj(k) = 0
otherwise. Thus the i.i.d. distribution of γj(k) is given by

Pr {γj(k) = 1} = sj(k), j ∈ {1, 2, . . . , n} . (5)

For ease of exposition, in what follows we adopt a set-
to-zero strategy. Thus, the control signal that is used at the
actuators, û(k), is given by

ûj(k) =

{
uj(k) if γj(k) = 1
0 if γj(k) = 0.

(6)

By defining B(γ(k), k) , B(k) diag {γ(k)}, where
diag {γ(k)} creates a n× n matrix with the entries of γ(k)
on its diagonal and every column b(k)

j in B(k) is given by

b
(k)
j =

{
bj if sj(k) > 0
0 if sj(k) = 0,

(7)
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we can combine (1) and (6) to obtain the NCS model:

x(k + 1) = Ax(k) +B (γ(k), k)u(k) +Dω(k). (8)

Within the current setup, scheduling amounts to designing
the schedule S(k) in (3). Since pCFP > pCAP, one would
ideally like to assign every actuator to a GTS in every
superframe. However, this can only be done if the number
of actuators is smaller than the number of available GTSs in
a superframe. Otherwise, the CAP needs to be used as well.
Further in case there are more actuators than the available
amount of slots in the CFP and CAP together, some actuators
will not be addressed at all in that superframe. This raises
the question: Which actuators to address in which slot in
a superframe, which ones to omit and what data should be
sent?

To address this question, we will next use a linear
quadratic cost function, which we minimize to obtain both an
optimal scheduling sequence and also the associated control
laws.

IV. CONTROLLER-SCHEDULER CO-DESIGN

We propose to use a finite horizon linear quadratic (LQ)
cost function with final state weighting, which we will
minimize to obtain the optimal scheduling sequence and
associated control laws. We consider the LQ cost for a finite
scheduling sequence

−→
S (k) , {S(k), S(k + 1), . . . , S(k +N − 1)} , (9)

where S(k) is as in (3):

J
(
x(k),

−→
S (k), µ

(
k, x(k),

−→
S (k)

))
= E

{
‖x(k +N)‖2W

+

N−1∑
`=0

‖x(k + `)‖2Q + ‖u(k + `)‖2R
∣∣∣∣x(k),−→S (k)

}
. (10)

The matrices Q and R are positive definite and penalize
the cost of the state and the cost of control, respectively,
W is a positive definite matrix that penalizes the terminal
cost at time N . Further, the control law µ

(
k, x(k),

−→
S (k)

)
maps x(k) into control signals u(k), such that u(k) =

µ
(
k, x(k),

−→
S (k)

)
. This cost function uses the actual state

of the plant x(k). (In the simulations in Section V, these are
replaced by estimates, x̂(k).)

Note that, to find the optimal scheduling sequence
−→
S ∗(k)

and associated control policy

π∗ =
{
µ∗(
−→
S ∗(k)), µ∗(

−→
S ∗(k + 1)), . . . , µ∗(

−→
S ∗(k +N − 1))

}
the cost function (10) has to be evaluated for every possible
scheduling sequence. For a horizon of length N there are

M =

 n!

D̂!
(
n− D̂

)
!

(n− D̂)!

Ĉ!
(
n− D̂ − Ĉ

)
!

N

(11)

possible scheduling sequences. Here D̂ are the GTSs and Ĉ
are the slots in the CAP that are available to the controller.

A. Solution

To state the optimal solution of (10) we first note that,
using (5) and (7), the expectation of bj(k) is given by
E {bj(γj(k), k) | sj(k)} = Pr {γj(k) = 1 | sj(k)} b(k)

j =
sj(k)bj . Where the last equality comes from the fact that
sj(k) contains the (estimated or known) probability of a
successful transmission, see (4) and (5).

Theorem 3. Suppose that Q and R are positive definite and
the pair (A,B) is controllable. Then for a finite scheduling
sequence

−→
S (k),

min
µ(
−→
S (k))

J
(
x(k),

−→
S (k), µ

(
k, x(k),

−→
S (k)

))
=

x(k)TP (
−→
S (k))x(k) +

N∑
`=1

σ2
ωD

TP (
−→
S (k + `))D.

(12)

In (12), P (
−→
S (k)) is given by the recursion

P (
−→
S (k)) = Q+ATP (

−→
S (k + 1))A

−ATP (
−→
S (k + 1))B diag {S(k)}L(

−→
S (k))

(13)

where
−→
S (k + `) , {S(k + `), . . . , S(k +N − 1)} and

L(
−→
S (k)) =

(
R+ diag {S(k}BTP (

−→
S (k + 1))B

)−1

× diag {S(k)}BTP (
−→
S (k + 1))A, (14)

with P (
−→
S (k + N)) = W and L(

−→
S (k + N)) = 0. The

minimizing control policy is then given by

π∗ =
{
µ∗
(
k, x(k),

−→
S (k)

)
, . . . ,

µ∗
(
k +N − 1, x(k +N − 1),

−→
S (k +N − 1)

)} (15)

where each control law is defined by

µ∗
(
k, x(k),

−→
S (k)

)
∆
= −L(

−→
S (k))x(k). (16)

Proof. The proof is based on results in [34, Section 4.1].

Using Theorem 3 we can minimize the cost function (12)
for any given scheduling sequence

−→
S (k). This allows us to

solve the optimal controller and scheduler co-design problem
by jointly minimizing (12) for the optimal schedule and
control signal as

−→
S ∗(k) = argmin

−→
S (k)

[
x(k)TP (

−→
S (k))x(k)

+

N∑
`=1

σ2
ωD

TP (
−→
S (k + `))D

]
.

(17)

Clearly, (17) is a combinatiorial problem where the number
of possible scheduling sequences for a horizon length N is
given by (11), cf. [17]–[19]. The solutions to the recursion
(13) and the sum term in (17) can be calculated offline
for all possible scheduling policies and stored in a look-
up table. In this case the computations for each scheduling
sequence reduce to evaluate the quadratic term on x(k) and
add constant.
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B. Algorithm

The presented algorithm is implemented as model predic-
tive control (MPC), where at every time step the (estimated)
state is used to solve the optimization problem (17). An
illustration of this principle is shown in Fig. 4. The algorithm
is described in Algorithm 1, which is executed at every time
step, where (17) is solved, and the control signal u(k) is
given by u(k) = µ∗

(
k, x(k),

−→
S ∗(k)

)
.

Algorithm 1. MPC - finite horizon

1) At time k the state estimate of x̂(k) is received by the
controller from the estimator.

2) The controller computes
−→
S ∗(k) using (17) and π∗(k)

using (16).
3) The controller sends u∗(k) = µ∗

(
k, x̂(k),

−→
S ∗(k)

)
where µ∗ ∈ π∗(k) over the network. The actuators
apply the successfully transmitted control signals to (1).

As in other MPC schemes, see [35], the control perfor-
mance is affected by the length of the prediction horizon N
and the choice of the final state weighting W . Larger N will
however increase the complexity of (17) exponentially.

V. SIMULATION STUDIES

In this section we illustrate the performance gains of the
scheduling algorithm presented in Section IV over a simple
round robin (RR) heuristic. We simulate a NCS with 3
actuators that compete for 1 GTS and 1 slot in the CAP.
The parameters of the model in (1) and (2) are given by

A =


1.5 0 0 0 0
0 1.1 0 0 0
0 1 1.1 0 0
0 0 0 0.819 0
0 0 0 0.906 1

 (18)

and

B =


1 0 0
0 1 0
0 0.5 0
0 0 9.063
0 0 4.683

 . (19)

The vector D = 15 and the plant disturbance ω(k) ∼
N (0, 1). We can observe all states such that C = I5,
H = 15 and the measurement noise ν(k) ∼ N (0, 0.01). The
weighting matrices Q, R and W are all identity matrices of
appropriate dimensions3. We fix the probabilities of success-
ful transmissions to constant values to illustrate the effect of

3This system has open loop eigenvalues at 1.5, 1, 0.82 and two eigen-
values located at 1.1.

packet loss in the closed loop system. These probabilities
for successful transmissions are given by pCFP = 0.95,
pCAP = pest = 0.75, where pest is the success probability
for the transmissions in the sensing superframe.

The performance is analyzed by the empirical cost aver-
aged over time, which is given by

1

T

T∑
k=0

x(k)TQx(k) + u(k)TRu(k), (20)

where Q and R are the weighting matrices of the state
and control signal, respectively, and T is the length of the
simulation. This is averaged over 1000 simulations, each of
1000 time-steps, of the same system with different initial
conditions and noise realizations. We compare the developed
algorithms to a simple RR heuristic, where the access to
the CAP and CFP is shared equally among the actuators.
Further, to show the importance of online schedule design
for systems that are affected by disturbances, we also perform
simulations where the system (1) is affected by random and
unmeasured additive disturbances χ(k) ∈ Rm such that

x(k + 1) = Ax(k) +Bû(k) +Dω(k) + χ(k)

Here every element in χ(k) is given by

χi(k) = ρi(k)υi(k) + ιi(k)χi(k − 1), (21)

where Pr {ρi(k) = 1} = pstep = 0.05, Pr {ιi(k) = 1} =
plength = 0.85, υi(k) ∼ U(−10, 10) is uniformly distributed
and χi(−1) = 0.

In the RR heuristic, each actuator is allowed an equal share
of access to the network. Depending on the period length
this is however not always possible. In this case the more
unstable subsystems in A are granted priority to the CFP.
The RR schedules are chosen as

−→
S 2 =


pCFP
pCAP
0

pCFP
0

pCAP

 ,
−→
S 3 =


pCFP
pCAP
0

 0
pCFP
pCAP

pCAP
0

pCFP

 ,

while
−→
S 4 =

{−→
S 2,
−→
S 2

}
.4

The empirical cost of the simulations, calculated using
(20), are shown in Fig. 5 in logarithmic scale. The simula-
tions show that the proposed co-design algorithm performs
significantly better than the schedules designed using RR.
Here at N = 4 the cost using Algorithm 1 is reduced by
6.8 dB and 7.7 dB when the system is affected by Gaussian
noise and the noise in (21), respectively. The performance
gain is more significant when using shorter horizons. The
performance of Algorithm 1 when increasing N improves by
4 dB when N = 2 and the system is affected by (21). The
performance gain of Algorithm 1 for the simulated system
is however limited when N > 2.

4Another choice for
−→
S 4 would have been to use

−→
S 3 and add a schedule

that addresses the actuators of the systems with the highest eigenvalues.
This however did result in a significantly reduced control performance.
Note however, that other choices of schedules for RR might provide better
performance.
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VI. CONCLUSION

We have discussed a possibility for control design over
IEEE 802.15.4 networks where both the CFP and CAP
are utilized. Simulations illustrate that proper schedule and
control co-desing is crucial for the performance of the NCS.

Future work will address the computational complexity of
the co-design algorithm and consider a more realistic model
of the network congestion instead of i.i.d. dropouts. This
can e.g. take into account external users that use a random
amount of bandwidth and transmit at random times which
interferes with the NCS, cf. [29].
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