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Three-Dimensional Formation Merging Control of Second-Order
Agents under Directed and Switching Topologies

Tingrui Han', Zhiyun Lin'?, Wenyuan Xu', Minyue Fu?*

Abstract— This paper investigates the formation merging
problem for a leader-follower network. The objective is to
control a group of agents called followers and modeled by
double-integrator dynamics so that they are merged with
another group of agents called leaders to form a single globally
rigid formation. With the assumption that leaders move in a
globally rigid formation with their synchronized velocity known
to the followers, we show that a globally rigid formation can
be merged. Each follower selects its neighbors and control law
according to the target configuration and thus it allows directed
and time-varying switching topologies. We provide a necessary
and sufficient condition such that a globally rigid formation
can be merged asymptotically for the leader-follower network
in a setup with directed and time-varying graphs.

I. INTRODUCTION

Formation control of multi-agent systems has received
much attention due to its broad applications [1]. In the paper,
we consider the formation merging problem in 3D for a
leader-follower network. Formation merging means that two
sub-formations of agents are merged to become one single
globally rigid formation. We assume that a team of agents
called leaders already move in a globally rigid formation,
and our objective is to control the other team of agents called
followers in a distributed way so that they are asymptotically
merged into a single globally rigid formation with leaders.

Many strategies exist in the literature for solving the
above problem. One way to consider the formation merging
problem is to figure out how many distance constraints
should be added for the two sub-formations [2], [3] and then
a distributed control law guides the agents to asymptotically
meet these distance constraints. Considering the inter-agent
distance constraints, information flow graph requires globally
rigid [4], [5]. The concept of persistence is introduced for
directed graph to merge two sub-formations [6]. However,
it becomes challenging to analyze the stability of forma-
tions in a directed graph setup [7], [8]. Another way to
address the formation merging problem is to consider the
displacement constraints and utilize relative positions in their
own local frames to design a distributed control [9]-[12]. A
complex Laplacian based control law is introduced in the 2-
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dimensional space under a directed and fixed topology [10],
[11].

However, when the information flow graph is directed and
switches overtime agents may not be able to sense each
other mutually and an information flow graph modeling their
relative sensing may be varied. Thus, formation merging
control has to be done. Few work is reported for such
a problem. We initiate this study in our prior work [13],
in which a single-integrator model is considered for each
follower. The idea is to let each follower select its neighbors
to meet a convexity assumption according to the target
formation. Then a distributed control law is developed with
the control parameters designed also according to the target
formation. Moreover, a necessary and sufficient condition is
obtained for asymptotically merging the followers with the
leaders to form a globally rigid formation. That is, every
follower should frequently have a joint path from at least a
leader.

The paper generalizes the idea of our prior work [13]
for formation merging control with the followers modeled
by second-order dynamics, which is more representative
in comparison with a single-integrator model that cannot
for example model motion in which acceleration is the
control input. Nevertheless, stability analysis becomes much
more challenging for double-integrator models because the
contraction analysis that works for single-integrator models
does not work for double-integrator models. Moreover, no
common Lyapunov function can be found due to the setup
of directed topologies. To overcome this challenge and
inspired by the idea of [14] used for consensus analysis, we
convert the multi-agent system with double-integrator models
to an augmented multi-agent system with single integrator
models, for which the transformed velocity component of
each agent makes a new virtual agent. We then show that
the new graph modeling the augmented multi-agent system
preserves certain graphical connectivity properties from the
original information flow graph. Thus, the same necessary
and sufficient condition is obtained for formation merging
control of double-integrator agents.

Notation: R denotes the set of real numbers. 1,, represents
the n-dimensional vector of ones and I,, the identity matrix
of order n. The symbol ® denotes the Kronecker product.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Preliminaries

A directed graph G = (V,&) consists of a non-empty
finite set V of elements called nodes and a finite set £ of
ordered pairs of nodes called edges.
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Let Y C V and we say a node v € V — U is reachable
from U if there exists a path from a node in ¢/ to v. And U
is closed if any node in U/ is not reachable from V — Uf.

For a time-varying graph denoted by G(t) = (V,£(t)), a
node v is called uniformly jointly reachable from U C V if
there exists 7" > 0 such that for all ¢, v is reachable from U/
in the union graph G([t,t + 1) = (V. U,cps 1111 €(1)-

A configuration in R? of a set of n nodes is defined by
their coordinates in the Euclidean space R3, denoted as p=
[pl,...,pL]" € R3", where each p; € R3 for 1 <i <n. A
framework in R3 is a graph G equipped with a configuration
p, denoted as F = (G, p).

We say that two frameworks (G, p) and (G, q) are equiv-
alent, and we write (G,p) ~ (G, q), if

Ipi = pjll = llai — q5ll, V(. 7) € €.

We say that two frameworks (G, p) and (G, q) are congruent,
and we write (G,p) = (G, q), if

Ipi = pill = llai — g;l, Vi, j € V.
A framework (G, p) is called globally rigid if
(G,p) ~ (G.q), Ya € R’ & (G,p) = (G, )

For a directed graph, the Laplacian matrix L € R™*" is
defined as follows:

—Wjj 1f7,7é]Ell’ldjé./\/‘Z
L(i, j) = 0 ifi#jand j €N;
’ > wi ifi=j
keN;

where w;; > 0 is called the weight on edge (j,7) and N; is
the set of neighbors of node 1.

A square matrix E € R"*" is nonnegative, denoted as
E > 0, if all its entries are nonnegative. And for a matrix
M e R"*" we write & > M if E — M > 0. Moveover,
is called stochastic if it is nonnegative and every row sum
equals 1. The associated graph G(FE) consists of n nodes
v1, ..., v, where an edge leads from v; to v; if and only if
the (¢, j)th entry of E is nonzero.

B. Problem Formulation

The paper aims to solve the formation merging problem
in a directed and switching topology setting. We assume that
the target formation of followers entirely lies in the convex
hull spanned by the leaders.

We consider a leader-follower network, with m leaders
labeled 1,...,m and n followers labeled m + 1,...,m +
n. Let z; be the 3D position of agent 7. Consider a target
configuration p, = [p],...,pl,|” € R3™ for the leaders and
Db = [Pty Phpsn)” € R3™ for the followers. Moreover,
we assume that agents do not overlap each other in the target
configuration.

We say the leaders are in a globally rigid formation p,
if z;(t) = A(t)p; + c(t) for i = 1,...,m where A(t) is a
unitary matrix representing a rotation and ¢(t) is a vector
corresponding to a translation. Moreover, we say the whole

network asymptotically reaches a globally rigid formation
D, pp)" if zi(t) = A(t)pi + c(t) fori =1,...,m +n.

We assume m > 4 and the m leaders move in a globally
rigid formation p, governed by the following dynamics

Z’L(t):vT(t)v Zzlvama (1)

where v,.(t) is the synchronized velocity and we assume
v,-(t) is known to the followers.

Consider double-integrator dynamics for the followers,
ie.,

{?:“ i=m+1,...,m+n, 2)
Vi = Uq,

where the position z; € R?® and the velocity v; € R3
represent the states, and the acceleration u; € R? is the
control input. We use a time-varying graph G(t) = (V, £(t))
to describe the information flow graph, where V =V, UV,
and an edge (j,7) € £(t) means that z; — z; is available to
agent ¢ at time t.

Remark 2.1: Tt should be pointed out that if v,.(¢) is not
known to all followers but partial followers, then v,.(t) can
be available to all followers by estimation schemes, such as
[15]. And for simplicity in this paper, we just assume the
synchronized velocity v,.(t) is known to the followers.

III. MAIN RESULTS

In this section, we first provide the control law and then
show stability analysis for the whole network.

A. Control Design

For each follower ¢ we consider the following control law,

u; = =27y(v; — v (b)) + 0-(t) + Z kii(t)(z — zi), 3)
JEN;(t)

where N;(t) is the neighbor set of follower i at time ¢ and
k;;(t) are control parameters that will be designed, and 7 is
the damping gain that satisfies v > 1. To make the problem
addressable, we assume that if agent 7 has neighbors at
time ¢, then its neighbors are selected so that the convex
hull spanned by {p; : j € N;(t)} contains p; in the
target configuration p = [p;,p;]". We call it the convexity
assumption.

Next we provide a procedure for the design of &;;(¢)’s. In
the following, we omit ¢ for k;;(t)’s for simplicity. There
are four possible cases for each agent and we provide a
procedure for the design of k;;’s for these four cases.

(i) If an agent has no neighbor, then the control law (3)
degenerates to

w; = —2v(v; — v (1)) + 0. (2).

(i) For the case that the convex hull of an agent’s
neighbors is a line segment in the target configuration, we
first consider that agent ¢ has only two neighbors, say 1 and
1. Then we obtain that

Pi = Q1pi; + Q2D 4)
where o = Apiy =pill opq Qg = iy =pill 1 s clear that
lpiz —piy |l Py —piy |l

a1, a9 > 0and a;+ag = 1. Second, if agent ¢ has more than
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two neighbors, then we can take any two of them containing
p; and obtain the same formula as (4), i.e.,

l l
bi = it + QDL s
where [ enumerates all possible combination of two neigh-

bors containing p;. Then consider a convex combination of
all these representations for p;, i.e.,

pi= Y _7(ahpa +abpy) = > apj,
l JEN;

where 7' € (0,1) and Y, 7' = 1. It is certain that o; > 0
for all j € N; and Zje/\/i o = 1. For this case, we take
kij = Qjy fOI'j S M

(iii) For the case that the convex hull of an agent’s
neighbors is a convex polygon, we first consider that agent
7 has only three neighbors, say i1, 42, and 73, and they form
a triangle in the target configuration. Let the coordinates of
Piys DPiss and Dis be

Piy = (mi17yi17zi1)7 Ppiy, = (mi27yi27zi2)7 biz = (:Ci37yi37zi3)-

Denote = = [xi1axi2axi3]T7y = [yilvyizvyis]T and z =
[2iy 5 Zi» 2ig]"- Let Si iy, denotes the area of the triangle
formed by p;,, pi, and p;,, then it can be calculated as

follows 1
Silizis = 5 \/ Sf + Sg + Sg,
where S7 = det[x, Y, 13]T, Sy = det[y, Z, 13]T7 S3 =

det[z,z,13]". Then it can be obtained that

bi = a1piy + Q2Pi, + Q3Pig s (5)
Siigi S. .. S
where @y = $M25 ay = $UU and ay = SAEL. It
. 111213 i1igig ipinig
is known that ai, 9,3 > 0 and a7 + as + a3 = 1

Second, if agent ¢+ has more than three neighbors, similar
to the procedure of case (ii) we can get the representation

for p; as follows
pi= Y @,
JEN;

where o; > 0 for all j € NV; and .
this case we take k;; = «; for j € /\fz

(iv) For the case that the convex hull of an agent’s neigh-
bors is a convex polyhedron, we first consider that agent ¢
has only four neighbors, say 71,12, %3, %4, and they form a
tetrahedron containing p; in the target configuration. Denote
by Vi isigi, the signed volume of the tetrahedron formed
by pi,,Diy, Pis, Pi,. It can be calculated by the following
formula:

en, @ = 1. And for

1
‘/i1i2i3i4 = gdet([ph — Piys Pis — Piys Pig — pi1]T)'

Then it can be obtained that

Di = oupiy + Q2pi, + asPig + 0upiy, (6)
where
 Viigigiy — Vijiigiy  Vijigiig _ Vijigigi
Q) = , Q2 = , Q3 = , Qg = )
Vili2i3i4 Vi1i2i3i4 Vi1i2i3i4 Vi1i2i3i4

where «; > 0 and a1 + oo + a3 + a4 = 1. Second, if agent
7 has more than four neighbors, similar to the procedure of
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case (ii) we can get the representation for p; as follows

pi= Y apj.
JEN;
where a; > 0 for all j € N and 37, _\- o = 1. And for
this case we take k;; = «; for j € /\fz

B. Stability Analysis

In this section, we provide stability analysis for the whole
network. Let L(¢) be the Laplacian matrix for the graph with
weights k;; (t)’s associated to edges (j,4)’s at time ¢. Define
z = |2, 7] the aggregate state of all z;’s. Throughout the
paper we use the subscript a to represent the states for the
leaders and the subscript b for the followers. Then the overall
system can be described as

2 0 0 0 Za
2 = — 0 0 —I, ® I3 Zb
oy Lig(t) Lyp(t) 2vIn v
1, 0
+ 0 Qur(t)+ | 0 | ®0.(t),
291, 1,

where L;s(t) and Lss(t) are sub-matrices of L(t) which
has the following form

]

(O]

Ome | Om><n :|
L(t) = ®)
" [ Lig(t) | Lys (1)
and according to the design procedure given in Subsec-

tion III-A, L(t) satisfies

(L(t) ® Is)p = 0 and L(t)1,nn = 0. )

T is a stable

The following result shows that p = [p}, p}]
equilibrium formation for the whole network.
Theorem 3.1: Suppose the leaders are in the globally rigid

formation p,. Then

{ (1) = (Ingn ® A)p + Lypn @ (c+ [ vo(7)d7)
v (t) = vr(t)

where A is a unitary matrix and ¢ is a constant vector
determined by the leaders, is an equilibrium solution of
system (7). Moreover, it is stable.

Proof: Let y; = z; — fot v(T)d7 and w; = v; — v,.. Define

_TeT T T T T T T
5_[ 17'-'7§m7 m+15€m+25"-a€m+2n—l5€m+2n]
I . T T T T T T
- [yl7'"7ym7ym+17xm+l7'"7ym+n7xm+n] 9
where z; = y; + %wi, i=m+1,...,m+n. Then system

(7) can be rewritten in matrix form as

: 0 0 0 0
g:{({o In®B _{Llf(t)®01 Lys(t) @ Co D®13}§’
(10)
where
0 0 0
s=[ 7 2 Je=| Ve ]1 g
T ¥ ¥
Let

L*(t) = [ Llf(tg)(g) e Lff(t())®02 ]_ { 8 Ingi)B ]



and it can be checked that L*(¢) can be considered as a
Laplacian matrix of a new graph G*(¢). Then system (10)
becomes

§=—(L(t) @ )¢,
Moreover, it can be verified from (9) that
(L*(t) ® Is)p" = 0,

where p* = [pi, ... Plus Pt 1s Prn1s s Pinens Pt
To show [2*(¢)", v} (¢)"]" is an equilibrium solution of system
(7), it remains to show that

(1)

= Im+an @ A)p* + 1ipyon @ c
is an equilibrium point of system (11). For any ¢t we can get
(L*(t) @ I3)[(Imt2n @ A)p™ + Lnson ® ]
= (L) @ A)p" = (Imy2n @ A)(L"(t) © I3)p
Hence, £* is an equilibrium point of system (11).

Next, we show that [2*(t)",v;(¢)"]" is stable. For any
arbitrary € > 0, we choose § = %e. Suppose

*=0.

(Vi)llz) — 27| < & and (¥i)||v] — ]| < 6.

Then for any i,
0 * 0 * 1 0 * 1 €
16 =&l < llz7 =27 |+ —flog —vf[| <6+ -6 <26 = —.
ol ol 2y

Consider any ¢ > 0, without loss of generality, we say ¢ is
in the interval [¢t;,?;11]. Then the transition matrix of system
(11) can be written as

D(t,t;) = exp[—(L"(t;) @ I3)(t — t;)]
and the solution of system (11) can be described as
&(t) D(t1,t0)¢’

for an initial state ¢°. Notice that every transition matrix
is stochastic and the product of stochastic matrices is also
stochastic ( [16], page 51). It then follows that every state

(12)

=Dt t)D(ts,ti—1) -

&(t) is a convex combination of £7,..., &0 o, ie.,
m—+2n
)= a8, (13)
=1

where a; > 0 and Zm+2" aj 1. Since &* is an
equilibrium p01nt of system (11), then from (13) it is obtained

that & = m_+ " ;€5 Thus, we have for every i,
m-+2n m-+2n
60 - €1I=1'>" ) - < o e f
j=1

Then it leads to the fact that
(V)2i(t) = 25l < 5= < € and (Vi) [oi(t) - v} || < e
Y
O

The following result gives a necessary and sufficient
graphical condition to ensure that a globally rigid formation
%, Pp]T can be asymptotically merged.

and the conclusion follows.
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Theorem 3.2: Suppose the leaders are in the globally rigid
formation p,. A globally rigid formation [p;,p;|" can be
asymptotically merged under the distributed control law (3)
if and only if every follower is uniformly jointly reachable
from V,.

To prove Theorem 3.2 we require the following lemmas.

Lemma 3.1: For a graph G = (V, ) with m + n nodes,
where V, = {1,...,m} with no incoming edge and V}, =
{m+1,....om+n}, let ¢ = (V',&') be a graph with
only n nodes and no edges, i.e., V' = {(m+1),...,(m+

n)’} and £ = @. Then a new graph G* = (V*,&%) is
constructed from G = (V,€) and G’ = (V',E’) according
to the following rules:

D V*=vuv ={1,2,....mm+1,(m+1),

n,(m+n)}, Vi =13V, and V} =

., m+
{m+1,(m +

,...om+n,(m+n)};

2) There is no edge between node ¢ and node j or node
" and node j' for any i,j € V and ¢/, 5/ € V', i # j,
i # 5

3) Edge (i',i) € £* while edge (i,7') may or may not
exist in graph G* for any ' € V', i = m+ 1,m +
2,...,m+n;

4) Edge (j,4') € £* if and only if edge (j,¢) € £ for any
i,jEV, i #j.

Then in graph G every node in V), is reachable from V), if
and only if in graph G* every node in V; is reachable from
V.

Proof: (=) Suppose in a graph G every node in V, is reach-
able from V,. For any node i;, € V, 1, is reachable from
ia € Va. Then there exists a path (iq,%1)(i1,%2), - -, (tm, ip)
in G. Then for the constructed graph G*, there exists a path
(1a,4) (3], 41) (41, 35) (35, 42) - - - (im, 1}) (4}, 4), Which means
a path (i, — i5) and also a path (¢, — ) exist. Thus every
node in V; is reachable from V.

(<=) Suppose in graph G* every node in V; is reachable
from V. This means any node in V', say i, € V, or i, € V},
is reachable from V; = V,, say 7,. Note that according to the
rules graph G can be obtained by contracting all the edges
(i',4) i =m+1,...,m+mn) in graph G*. As a result, a
path (i, — ;) exists in graph G. Thus every node in V, is
reachable from V. [ |

Lemma 3.2: ( [17], page 87) Let E' be a nonnegative
matrix and denote e ) the (i, j)th entry of E*. Then e( >0
if and only if the assomated graph G(E) has a Walk from
node v; to node v; of length k.

Proof of Theorem 3.2: (<) Suppose the graph switches
at to,t1,t2,.... Recall that the switching signal is regular
enough, which means there exists 7p > 0 such that ;1 —
t; > 7p for all ¢ > 0. Moreover, there also exists 7,,, > Tp
large enough such that ¢, —t; < 7, for all © > 0. When
for some interval [t;,t;11] there is no such a 7,,, we can
partition [t;,¢; 1] artificially.

If every follower is uniformly jointly reachable from V/,,
by the definition there exists 7" > 0 such that for all ¢ in the
union graph G([t,t + T) every follower is reachable from
V.. Now we generate a subsequence {t,,, } of the sequence



{t;} as follows:

(1) Set mg = 0.

2) If tmy + T e (tifl, ti], set mq = 1.
3) If tm, + T e (tifl, ti], set mo = 1.
(4) And so on.

Recall the transformed system (11)

§=—(L*(t) ® Is)¢.

We have at the subsequence of time instants {t,, },

§(tmk+1 ) = \Ij(tmk)g(tmk)

where U(t,,,) = [exp (_ ﬁi:”‘:Jrl L*(t)dt)} ® I3. Denote
by = the set of all ¥(t,,,)’s derived above. We regard the
above evolution as a discrete-time switched system and for
simplicity we rewrite (14) as

€k +1) = U(k)E(k) with U(k) € =.

(14)

s5)

It is known that L*(¢) can be considered as a Laplacian
matrix of a new graph G*(¢). Next we prove that the union
graph G*([t, ¢+ T1) is exactly constructed from G([t,t+T1)
according to Lemma 3.1. For any L*(¢), we can decompose
it as —L*(t) = —D*(t) + E*(t), where D*(t) is a diagonal
matrix and E*(t) is a nonnegative matrix with all diagonal
entries zero. Similarly we can decompose any L(t) as
—L(t) = —D(t) + E(t).

Denote e;(t) the (i,j)th entry of E*(¢) and e;;(t) the
(i,7)th entry of E(t). And for simplicity, we omit ¢. For
graph G*(t) corresponding to L*(¢), considering any node
in V' we have €, 10, 1,,10; =7 >0 (i =1,...,n) and
€mt2im+2i—1 = 0 since 7 > 1. Checking the following
sub-matrix of E*(t) we obtain

* * * *
€11 €1im €1, m+1 €1, m+2n—1
* *‘ * *
€m1 Cmm em,m+l ewn,7n+27171
* * * *
€m+42,1 €m42,m €m+42,m+1 Cm+42,m+2n—1
* * * *
€m+2n,1 Cm42n,m  Cm42n,m+1 Cm+42n,m+2n—1
1
> —E(t).
v

Relabel all the agents in G*(t) such that V*
{1,...,m,m+1,(m=+1),...,m+n, (m+n)'}. Itis easy to
know that €y tim+j = Ve 2imi2j—1 > 0(1 < 4,5 < n)
in graph G(¢) if and only if €(mtiy m+j > 0 in graph G (1).
With the fact that e:‘nﬂ.)(m“)/ > 0 and ez‘mﬂ. i 2 0
we know G*(t) is exactly constructed from g(ti according
to Lemma 3.1. It uses the similar techniques to show that
the union graph G*([t,t + T]) is also constructed from
G([t,t + T]) according to Lemma 3.1. Only to consider
the similar sub-matrix of E* := :+T E*(t)dt and E :=
ftHT E(t)dt. So we omit the procedure. Then it follows that
in G*([t,t + T]) every node in V; is reachable from V;.

Next we show that for all U(k) € Z, | U;s(k)|oo is
uniformly upper-bounded by a constant o < 1. We know
U (k) |:exp <— /tm}c+1 D"(t)dt) exp </tmk+1 E*(t)dt> ® I3.

tmy, g
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We denote E* = fti;nkk“ E*(t)dt and it is noted that

E* = E*(tmk)(tkarl - tmk) +

+ E* (tmk+1 -1 ) (tmk+1
By the condition that every node in V; is uniformly jointly
reachable from V;, we can then know that every node in V;'

is reachable from V; in the associated graph G(E*). Then,
considering the following formula:

- tmk+1_1)'

(E7)?
2!

tm

and the fact that exp (— Jen 7D (#)dt) s a positive
diagonal matrix, we can infer by Lemma 3.2 that each row of
;¢ (k) has a nonzero entry. And with the fact that U(k) is a
stochastic matrix, it implies that || ¥ ;;(k)||cc < 1. Moreover,
ti+1 —t; is uniformly lower-bounded and upper-bounded for
any ¢. And with the fact that L*(¢;)’s are taken in a finite set,
there exists a positive constant o < 1 such that || U /(%)
is uniformly upper-bounded by o.

Since the m leaders are in a globally rigid formation p,,
from (15) we then have

Sk +1) = Wrp(R)& (k) + Wi (k)€ (16)

where £ = (I, ® A)pl + 1, @ ¢. By ||[Us5(k)|loc <1 we
know that I — U ;¢ (k) is invertible. Thus, the system (16) has
a unique equilibrium point § = (I, ® A)p; +12, @c. So by
the coordinate transformation ¢(k) = &, (k) —¢; we get g(k+
1) = Wys(k)g(k). Since ||V s¢(k)||oo is uniformly upper-
bounded by o < 1, it can be inferred that lim; ,oc §y(tm,) =
6.

Now we look at the state &,(t) in the interval between
any two consecutive switching instants. From the proof of
Theorem 3.1, we know that for any ¢ € [t;,¢;+1) and any
arbitrary € > 0

(Vi)[|&i(t:) — &1l < e = (Vi)[|&:(t) — &l < e

Therefore, it is known that lim;_, & (t) = ;. Hence, the
conclusion follows.

(=) We prove it in a contrapositive way. Assume that there
exists a follower, say i, that is not uniformly jointly reachable
from V,. That is, for any 7" > 0 there exists t* > 0 such that
in the union graph G([t*,t* + T1), ¢ is not reachable from
Ve. It follows that in the union graph G*([t*,t* + T1), ¢ is
not reachable from V. Let © be the set including all such
nodes that are not reachable from V! in G*([t*,t* + T1).
Then it can be known that © is a closed set. So the states of
these nodes in © at ¢ € [t*,¢* + T remain in the convex hull
of their states at t* and ¢ will not converge to £*. Hence, a
globally rigid formation cannot be merged. |

exp(E*) =14+ E*+

IV. SIMULATIONS

In this section, we present a simulation to illustrate the
correctness of our theoretic results. In the simulation there
are 8 leaders moving in a globally rigid formation (a cube
in 3D). Then consider 12 followers with any initial states.
Denote the set of leaders by V, = {1,2,...,8} and denote



the set of followers by V, = {9,10,...,20} and the target
formation is shown in Fig. 1. For simplicity, we consider a

Fig. 1. A target formation for a leader-follower network with 8 leaders
and 12 followers.

periodic switching graph G(¢), which switches among three
different topologies as shown in Fig. 2. And it can be checked
that every follower is uniformly jointly reachable from 1/,
in G(t) by taking ' = 3. A simulation result is shown in

g(t)
g1 M T
Go1 o —
G e
Lt
12 é 456 s
Il 16 17T IIS 19 20 Tli 16 17 le 19 ng .15 16 |7T Ils 19 on
T*’.H.« «.«Z? ¢.+>.<—>. ?? [ B B «.«Z?
® O 06 -0--0--00-—-0-—-0-—-0 O 0 06--0--0--0--0--0
.9 10 ll. le 13 141 9 10 lli .12 13 w4. 19 10 HL l]z 13 14i
1 2 3 4 2 3 4 1 2 3 4

Fig. 2. A periodic switching graph G(¢) that switches among three different
topologies G1, G2 and Gs3.

Fig. 3 and it is shown that the followers are asymptotically
merged with the leaders to reach the target formation.

Fig. 3. The followers are asymptotically merged with a formation of leaders
to form a larger target formation.
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V. CONCLUSIONS

This paper investigates the formation merging problem for
a leader-follower network. A distributed control law is pro-
posed and the control parameters are designed based on the
target configuration. The followers are modeled by double-
integrator dynamics and a rule is introduced for followers
to select neighbors in order to meet a convexity assumption.
Then we present a necessary and sufficient condition so that
a group of followers can be asymptotically merged with
a group of leaders to form a globally rigid formation. A
direction for future research is to design control laws with
the assumption that the convexity assumption is relaxed.
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