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Abstract—This paper addresses the stability of a Kalman filter when measurements are intermittently available due to an unreliable communication channel between sensors and the estimator. This intermittent behaviour can be modelled as a random and time-varying measurement system. We consider a general discrete-time system with a random measurement matrix and study the stability condition for the associate Kalman filter. By deep dissecting the system structure, the necessary and sufficient stability condition for the Kalman filter is given. We also give methods to checking the stability condition for specific linear systems. Our results generalize previously known stability conditions where the system matrix structure is restricted.

I. INTRODUCTION

Characterizing the behavior of a Kalman filter when measurements are intermittently available has attracted a great interest in the recent years. This is partly due to the development of communications technologies, which today permit distributed control and monitoring in a broad range of applications. When measurements sent through a communication channel are subject to random losses, the estimation accuracy of a Kalman filter deteriorates. In [1], the authors established the mathematical foundations for the estimation stability with measurements loss and pointed out that the covariance of the estimation error may not reach a steady state. Motivated and inspired by this, several authors have studied different aspects of the problem, using different assumptions on network models and protocols.

When a Kalman filter is subject to intermittent observations (KFIO), the error covariance (EC) matrix becomes of random nature. The study of the stochastic properties of the EC is a central issue for performance and stability analysis of KFIO. We call the asymptotic expected EC by AEEC and it is important for it provides a hard limit for the peak error covariance, introduced in [3]. More recently, the authors established the mathematical foundations for the estimation stability with measurements loss and pointed out that the covariance of the estimation error may not reach a steady state. Motivated and inspired by this, several authors have studied different aspects of the problem, using different assumptions on network models and protocols.

The measurement equation (i.e., the measurement matrix \(C_t\) and the measurement noise covariance \(R_t\)) is totally random, and not just intermittently random.

We generalized the finite-order Markov assumption on the random model for the measurement equation (formerly the statistical model of the channel). The new condition is (10).

We generalized the stationary requirement for the statistics of the measurement equation to cyclo-stationary.

This requires the introduction of a more suitable notion of stability.

The paper is organized as follows. Section II states the problem formulation. The main result is presented in Section III, as well as the random model of measurement. In Section IV, we explain the generalization of our measurement random model. The computation method of a critical item in stability condition (Theorem 3.1) is given in Section V. We draw our conclusions in Section VII.

II. PROBLEM FORMULATION

Consider the discrete-time linear system

\[
\begin{align*}
x_{t+1} &= A x_t + w_t, \\
y_t &= C_t x_t + v_t,
\end{align*}
\]
where \( x_t \in \mathbb{C}^n \) is the vector of states, \( y_t \in \mathbb{R}^p \) is the vector of measurements, \( w_t \sim \mathcal{N}(0, Q) \), with \( Q \geq 0 \), is the process noise, \( v_t \sim \mathcal{N}(0, R_t) \) with \( R_t \geq 0 \), is the measurement noise, \( A \in \mathbb{C}^{n \times n} \) is the state matrix and \( C_t \in \mathbb{C}^{p \times n} \) is the measurement matrix at time \( t \). It is assumed, without loss of generality, that \( A \) is in Jordan normal form. The initial state is \( x_0 \sim \mathcal{N}(0, P_0) \), with \( P_0 \geq 0 \). Also, \( w_t \) and \( v_t \) are statistically independent. At time \( t \), the pair \((C_t, R_t)\) is randomly drawn from the finite set \( A = C \times R \), where \( C = \{C^{(1)}, \ldots, C^{(D)}\} \) and \( R = \{R^{(1)}, \ldots, R^{(E)}\} \). Let \( \Gamma_{t,T} = \{(C_t,R_t), \ldots, (C_{t+T-1},R_{t+T-1})\} \in \mathcal{A}^T \) denote the random sequence of measurement matrices and noise covariances from time \( T \) up to time \( t + T - 1 \).

A Kalman filter is used to obtain an estimate \( \hat{x}_{t|t-1} \) of the state \( x_t \) given the knowledge of \( y_0, \ldots, y_{t-1} \) and \( \Gamma_t \). The update equation of the expected covariance (EC) \( P_t = \mathbb{E}(\hat{x}_t \hat{x}_t^*) \), with \( \hat{x}_t = x_t - \hat{x}_{t|t-1} \) and \( * \) denoting transpose conjugate, is

\[
P_{t+1} = \psi_{C_t,R_t}(P_t),
\]

with

\[
\psi_{C_t,R_t}(P_t) = AP_t A^* + Q - AP_t C_t^* (C_t P_t C_t^* + R_t)^{-1} C_t P_t A^*.
\]

In this work we derive a necessary condition and a sufficient condition, with a trivial gap between them, for the stability of the Kalman filter with a random measurement equation. This is done by studying the asymptotic norm of the state covariance \( \tilde{\sigma}(\cdot) \). Let \( \tilde{\sigma}^{(1)}(\cdot) \) denote the largest size of the Jordan blocks in \( \tilde{\sigma}(\cdot) \) and \( \tilde{\sigma}(\cdot) \) be the largest size of the Jordan blocks in \( \tilde{\sigma}(\cdot) \).

**Definition 2.1:**

\[
\tilde{\sigma}(\cdot) = \sup_{t \geq 0} \limsup_{T \to \infty} \mathbb{E}(\Psi(P_t, \Gamma_{t,T})).
\]

**III. MAIN RESULT**

Our main result is stated in terms of certain partition of the system (1)-(2) into subsystems which we call finite multiplicative order (FMO) blocks. This partition is introduced next.

**Notation 3.1:** Consider the following partition of \( A \),

\[
A = \text{diag}(A_1, \ldots, A_K),
\]

where the sub-matrices \( A_k \) are chosen such that, for any \( k \), the diagonal entries of \( A_k \) have a common FMO up to a constant (i.e., there exists \( N_k \in \mathbb{N} \) such that all the entries in the main diagonal of \( A_k^N \) are equal to \( \alpha_k^N \), with \( \alpha_k \in \mathbb{C} \)), and for any \( k \) and \( l \) with \( k \neq l \), the diagonal entries of the matrix diag\((A_k, A_l)\) do not have FMO up to any constant.

Let \( J \in \mathbb{N} \) be the largest size of the Jordan blocks in \( A \), and \( J_k \in \mathbb{N} \) be the largest size of the Jordan blocks in \( A_k \). For convenience, we assume that the sub-matrices \( A_k \) are ordered such that \( |\alpha_1| \geq |\alpha_2| \geq \cdots \geq |\alpha_K| \). Also, when \( |\alpha_k| = |\alpha_{k+1}| \), then \( J_k \geq J_{k+1} \).

For each \( d = 1, \ldots, D \), consider the partition

\[
C^{(d)} = \left[ C^{(d)}_1, \ldots, C^{(d)}_K \right],
\]

such that, for each \( k \), \( C^{(d)}_k \) have the same number of columns as \( A_k \). Let \( C_k = \{C^{(d)}_k : d = 1, \ldots, D\} \).

**Definition 3.1 (FMO block):** In the above partition, each pair \((A_k, C_k)\) is called an FMO block of the system (1)-(2).

**Remark 3.1:** Notice that if \((A_k, C_k)\) is an FMO block, then each sub-matrix \( A_k \) can be written as

\[
A_k = \alpha_k \hat{A}_k,
\]

\[
\hat{A}_k = \text{diag}\{\exp(i2\pi \theta_{k,1}), \ldots, \exp(i2\pi \theta_{k,K_k})\} + U_k,
\]

where \( U_k \) is strictly upper triangular, i.e., its non-zero entries lie above its main diagonal. Also, \( \alpha_k \in \mathbb{C} \) and \( \theta_{k,j} \in \mathbb{Q} \), for \( j = 1, \ldots, K_k \). Notice that for any \( k \) and \( l \) with \( k \neq l \), \( \alpha_k/\alpha_l \) is not a root of unity, i.e., \( (\alpha_k/\alpha_l)^m \neq 1 \) for all \( m \in \mathbb{N} \).

The measurements \( z_{i,T} = [y_{i+1}, \ldots, y_{i+T-1}] \) available from time \( t \) up to \( T - 1 \) can be written as

\[
z_{i,T} = O(\Gamma_{i,T}) x_i + f_i(\Gamma_{i,T}),
\]

where the observability matrix \( O(\Gamma_{i,T}) \) is given by

\[
O(\Gamma_{i,T}) = \left[ O_1(\Gamma_{1,T}) \ O_2(\Gamma_{2,T}) \ \cdots \ O_K(\Gamma_{K,T}) \right],
\]

with

\[
f_i(\Gamma_{i,T}) = \left[ \begin{array}{c} v_{i+1} \\ \vdots \\ C_T \sum_{j=t}^{T+t-2} A^{T-t+2-j} \omega_j + v_{i+T-1} \end{array} \right],
\]

and

\[
O_k(\Gamma_{i,T}) \triangleq \left[ C_{t,k} \ C_{t+1,k} A_k \ \cdots \ C_{T+t-1,k} A_k^{T-t-1} \right],
\]

such that, for each \( k \), \( C_{t,k} \) have the same number of columns as \( A_k \).

Our main result is stated in terms of the probability that each matrix \( O_k(\Gamma_{i,T}) \) does not have full-column rank (FCR). The following definition identifies the set of sequences \( \Gamma_{i,T} \) leading to this property.

**Definition 3.2:** For \( k = 1, \ldots, K \), let

\[
\mathcal{N}^{(k,T)} \triangleq \{\Gamma_{i,T} : O_k(\Gamma_{i,T}) \text{ does not have FCR}\}.
\]

We next state our main result. This requires the following assumption.

**Definition 3.3:** A random process \( x_t \) is cyclostationary
with period $\tau \in \mathbb{N}$ if
\[
\mathbb{P}(X_{t,T}) = \mathbb{P}(X_{t+\tau,T}), \text{ for all } t, T \in \mathbb{N},
\]
where $X_{t,T} = \{x_1, \cdots, x_{t+T-1}\}$.

**Assumption 3.1:** The random process $(C_t, R_t)$ is cyclostationary, i.e., there exists $\tau \in \mathbb{N}$, such that
\[
\mathbb{P}(\Gamma_{t,T}) = \mathbb{P}(\Gamma_{t+\tau,T}), \text{ for all } t, T \in \mathbb{N}. \tag{9}
\]
and \(^1\)
\[
\zeta \triangleq \sup_{T \in \mathbb{N}} \sup_{0 \leq s < \tau} \frac{\mathbb{P}(\Gamma_{t+T,T})}{\mathbb{P}(\Gamma_{t,T})} < \infty. \tag{10}
\]
We now state our main result. Its proof is omitted in this conference version.

**Theorem 3.1:** Consider the system (1)-(2) satisfying Assumption 3.1. For $k \in \{1, \cdots, K\}$, let
\[
\Phi_k = \max_{0 \leq i < \tau} \limsup_{T \to \infty} \mathbb{P}(X_{k,T})^{1/T}.
\]
If \[|\alpha_k|^2 \Phi_k < 1, \text{ for all } k \in \{1, \cdots, K\}, \tag{11}\]
then $G < \infty$, and if
\[
|\alpha_k|^2 \Phi_k > 1, \text{ for some } k \in \{1, \cdots, K\}, \tag{12}\]
then $G = \infty$.

**Remark 3.2:** Notice that Theorem 3.1 is inconclusive in the case when $|\alpha_k|^2 \Phi_k = 1$. Trivial gaps of this kind are common in the literature [1], [6].

**IV. ABOUT ASSUMPTION 3.1**

In this section we give an interpretation of the technical condition stated in Assumption 3.1.

We start by giving the following definition.

**Definition 4.1:** A random process $x_t$ is Markov of order $\nu \in \mathbb{N}$ if, for all $\mu \geq 1$,
\[
\mathbb{P}(x_t|x_{t-\nu}, \cdots, x_{t-1}) = \mathbb{P}(x_t|x_{t-1}, \cdots, x_{t-1}).
\]
Furthermore, it is independent if $\nu = 0$.

Notice that, if $(C_t, R_t)$ is independent, then (10) holds trivially. Hence, (10) can be interpreted as a relaxation of the notion of independence. Also, if the random process $(C_t, R_t)$ is stationary, condition (9) holds with $\tau = 1$. Hence, (9) can be interpreted as relaxations of the notion of stationarity. Furthermore, the following lemma states that, whenever (9) holds, (10) is guaranteed if $(C_t, R_t)$ is finite-order Markov. Thus, (10) can be interpreted as a generalization of the finite-order Markov property (under the condition that (9) holds).

**Lemma 4.1:** If $(C_t, R_t)$ satisfies (9) and is finite-order Markov, then it also satisfies (10).

**Proof:** Without loss of generality, let $T > \nu$, where $\nu$ is the Markov order of $(C_t, R_t)$. We have
\[
\mathbb{P}(\Gamma_{t,T}^{\nu+1}|\Gamma_{t,T}^\nu) = \mathbb{P}(\Gamma_{t,T}^{\nu+1}) \quad \text{and} \quad \mathbb{P}(\Gamma_{t,T}^\nu) = \mathbb{P}(\Gamma_{t,T})
\]
Therefore, if the pair $(C_t, R_t)$ is non-observable, then (10) holds.

**V. COMPUTING $\Phi_k$**

Our result in Theorem 3.1 is stated in terms of the quantity $\Phi_k$. We study below how to compute this quantity. Since in our study the choice of $k \in \{1, \cdots, K\}$ is fixed, to remove $k$ from the notation, we consider a generic FMO block $(A, C)$. We classify FMO blocks in two categories, namely, degenerate and non-degenerate. This definition is given below.

**Definition 5.1:** Let $\mathcal{F} = \{C^{(d)} \in C, C^{(d)} \in \mathcal{FCR}\}$ and $\overline{\mathcal{F}} = C \setminus \mathcal{F}$. Let $D = \text{stack} \{C^{(d)} \in \overline{\mathcal{F}}\}$ be the matrix obtained after stacking together all matrices $C^{(d)}$ in $\overline{\mathcal{F}}$. The FMO block $(A, C)$ is said to be non-degenerate if $\mathcal{F} \neq \emptyset$ and if the pair $(A, D)$ is non-observable. Otherwise, the block $(A, C)$ is said to be degenerate.

Below we state methods to compute $\Phi$ for both, degenerate and non-degenerate blocks.

**A. Non-degenerate FMO blocks**

The following lemma states a closed form expression of $\Phi$ for non-degenerate FMO blocks. Its proof is deferred to Appendix.

**Lemma 5.1:** Let $(A, C)$ be a non-degenerate FMO block. If the random process $C_t$ is Markov of order $\nu$, then
\[
\Phi = \limsup_{T \to \infty} \left( \prod_{\tau=1}^{T} \mathbb{P}(C_\tau \in \mathcal{F}, C_{\tau-\nu} \in \mathcal{F}, \cdots, C_{\tau-1} \in \mathcal{F}) \right)^{1/T}. \tag{13}
\]
We start by introducing some necessary notation.

**Notation 5.1:** Let \( N \in \mathbb{N} \) be the smallest positive integer such that \( A^N = \alpha I \). Let \( K = \{ \ker(O(\Gamma)) : \Gamma \in \mathcal{N}^{0,N} \} \) be the set of all possible kernels of \( O(\Gamma) \), for sequences \( \Gamma \) of length \( N \), for which \( O(\Gamma) \) has a non-trivial kernel. Notice that \( K \) includes all possible non-trivial kernels of \( O(\Gamma) \) for sequences \( \Gamma \) of any positive length. For any \( T \in \mathbb{N} \), define the map \( \psi : \mathcal{N}^{0,T} \to \mathbb{N} \) by

\[
\psi(\Gamma) = \ker(O(\Gamma)).
\]

Let \( K_i, i = 1, \cdots, I \) denote all the elements in \( K \). The elements \( K_i \) are numerated such that, if \( K_i \subset K_j \), then \( i > j \). Let \( N \in \mathbb{N} \) be the smallest positive integer, greater than or equal to \( \nu \), which is multiple of both, \( N \) and \( \tau \). For each \( i = 1, \cdots, I \), let

\[
\mathcal{L}_i = \left\{ \Gamma \in \mathcal{N}^{t,n} : \psi(\Gamma) = K_i \right\}. \tag{14}
\]

The next lemma provides a method for the numerical evaluation of \( \Phi \). The proof is omitted in this conference version.

**Lemma 5.2:** Let \((A, C)\) be an FMO block. If the random process \( C_t \) is Markov of order \( \nu \) and cyclostationary with period \( \tau \), then,

\[
\Phi = \max_{0 < t < \tau} \rho_t^{1/N}, \tag{15}
\]

where

\[
\rho_t = \max_{0 < t < \tau} \frac{P\left( \mathcal{L}_t^2 | \mathcal{L}_t^1 \right)}{P(\mathcal{L}_t^1) \neq 0}.
\]

VI. EXAMPLE

Consider a system whose dynamics is given by (1), with

\[
A = \text{diag}\{\alpha_1, \alpha_2, \alpha_3\},
\]

for some \( \alpha_1 > \alpha_2 > \alpha_3 > 0 \). There are two sensors. For each \( s = 1, 2 \), sensor \( s \) measures

\[
u_t(s) = H_t(s)x_t + e_t(s), \tag{16}
\]

with \( e_t(s) \sim \mathcal{N}(0, E_t(s)) \), and \( H^{(1)} = [2, 0, 1] \) and \( H^{(2)} = [0, -1, 0] \). Due to communication constraints, the measurements from both sensors are alternatively transmitted, i.e.,

\[
M_t = \begin{cases} 
1 & t \text{ even}, \\
0 & t \text{ odd}.
\end{cases}
\]

We assume that the communication channel has an i.i.d. packet loss model, i.e., \( L_t = l_t \), with \( P(l_t = 0) = \lambda \) and \( P(l_t|l_{t-1}) = P(l_t) \). We can use the result of Theorem 3.1 to determine the stability of the Kalman filter.

We have

\[
B_t = \begin{cases} 
l_t & t \text{ even}, \\
0 & t \text{ odd}.
\end{cases}
\]

Therefore

\[
C_t = \begin{cases} 
2l_t & t \text{ even}, \\
0 & t \text{ odd}.
\end{cases} \tag{17}
\]

Hence, the measurement equation of the aggregated system is given by \( (2) \), with \( C_t \) given by \( (17) \).

From Definition 3.1 the FMO blocks of the above system are \( ([\alpha_1], C_1) \), \( ([\alpha_2], C_2) \) and \( ([\alpha_3], C_3) \) with

\[
C_1 = \{0, 2\}, \\
C_2 = \{0, -1\}, \\
C_3 = \{0, 1\}.
\]

Our next step is then to decide whether each FMO block is degenerate or not.

Consider the block \( ([\alpha_1], C_1) \). Following Definition 5.1, we have

\[
\mathcal{F}_1 = \{2\}, \quad \text{and} \quad \mathcal{F}_1 = \{0\}.
\]

Hence

\[
\mathcal{F}_1 \neq \emptyset, \\
\mathcal{D} = [0],
\]

and \((A, D)\) is non-observable. Thus, \( ([\alpha_1], C_1) \) is non-degenerate. It then follows that we can compute \( \Phi_1 \) using Lemma 5.1. Since \( \nu = 0 \), we have

\[
P(C_{t,1} \in \mathcal{F}_1 | C_{t-\nu,1} \in \mathcal{F}_1, \cdots, C_{t-1,1} \in \mathcal{F}_1) = P(C_{t,1} \in \mathcal{F}_1) = \begin{cases} \lambda & t \text{ even}, \\
1 & t \text{ odd}.
\end{cases}
\]

Hence, from (13),

\[
\Phi_1 = \lambda^{1/2}.
\]

Following a similar argument, we can easily show that

\[
\Phi_2 = \Phi_3 = \lambda^{1/2}.
\]

It then follows from Theorem 3.1 that

\[
\alpha_1^2 \lambda < 1 \Rightarrow G < \infty, \\
\alpha_1^2 \lambda > 1 \Rightarrow G = \infty.
\]

VII. CONCLUSION

We studied the necessary and sufficient stability condition for the Kalman filter associated with a general linear system with random measurement matrix. The condition is expressed in terms of the quantities \( \Phi_k \). A computation method to evaluate them for a particular system was also introduced.

APPENDIX

**Notation 1.1:** Let \( L \) be the number of Jordan blocks of \( A \). Consider the following partition of \( A \)

\[
A = \text{diag}(A_1, \cdots, A_L), \tag{18}
\]

where \( A_l \) is a Jordan block with size \( J_l \) and eigenvalue \( \alpha_l \).
Proof: [Proof of Lemma 5.1] Let $t \leq s < t + T$ be such that $C_s \in \mathcal{F}$. For each $l = 1, \ldots, L$, we have
\[
\begin{bmatrix}
1 & p^{(1)}(s) & \ldots & p^{(j-1)}(s) \\
0 & 1 & \ldots & p^{(j-2)}(s) \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{bmatrix}
\]
where $p^{(j)}(s)$ is a polynomial in $s$ of degree $j$, given by $p^{(j)}(s) = a_j(s^j + \cdots + s + 1)$. Hence, $A_t^s$ is non-singular, and therefore, so is $A^t$. This means that $C_s A^s$ has FCR, and therefore so does $O((\Gamma_{t,T})$. This means that $O((\Gamma_{t,T})$ has FCR if and only if \#$(\Gamma_{t,T}) \neq 0$. Hence
\[
P(N^t,T) = P(\#(\Gamma_{t,T}) = 0) = P(\#(\Gamma_{t,T}) = 0),
\]
where
\[
\#(\Gamma_{t,T}) = |\{t \leq s < t + T : C_s \in \mathcal{F}\}|
\]
denotes the number of times $t \leq s < t + T$ in which $C_t$ has FCR.

The remainder of the proof is based on the argument of [23, Lemma 11]. Without loss of generality, let $T \geq \nu$. We then have
\[
P(N^t,T) = P(\#(\Gamma_{t,T}) = 0)
\]
\[
= P(\#(\Gamma_{t+\nu,T-\nu}) = 0) P(\#(\Gamma_{t,T}) = 0)
\]
\[
= P(\#(\Gamma_{t,T}) = 0)
\]
\[
\prod_{\tau=t+\nu}^{t+T-1} P(C_{\tau} \in \mathcal{F}|C_{t+\nu} \in \mathcal{F}, \ldots, C_{t-1} \in \mathcal{F})
\]
\[
= \prod_{\tau=t}^{t+\nu-1} P(C_{\tau} \in \mathcal{F}|C_{t-\nu} \in \mathcal{F}, \ldots, C_{t-1} \in \mathcal{F})
\]
\[
\prod_{\tau=t}^{t+T-1} P(C_{\tau} \in \mathcal{F}|C_{t-\nu} \in \mathcal{F}, \ldots, C_{t-1} \in \mathcal{F})
\]
Since
\[
\limsup_{T \to \infty} \left( \frac{P(\#(\Gamma_{t,T}) = 0)}{\prod_{\tau=t}^{t+\nu-1} P(C_{\tau} \in \mathcal{F}|C_{t-\nu} \in \mathcal{F}, \ldots, C_{t-1} \in \mathcal{F})} \right)^{1/T} = 1,
\]
it follows that
\[
\limsup_{T \to \infty} P(N^t,T)^{1/T} = \limsup_{T \to \infty} \left( \prod_{\tau=t}^{t+T-1} P(C_{\tau} \in \mathcal{F}|C_{t-\nu} \in \mathcal{F}, \ldots, C_{t-1} \in \mathcal{F}) \right)^{1/T}.
\]
And the result follows after noticing from the above that $\limsup_{T \to \infty} P(N^t,T)^{1/T}$ is independent of the starting time $t$. 
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